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1 Introduction

In [Vin06], ETHZ is leading the work-package 2, titled ”Learning room layout”. This deliver-
able reports on our effort towards Task 2.1 ”Hierarchical representation of space”. In order to
show the relevance of our research to the international community, we chose to structure this
deliverable as a collection of articles accepted in major international journals and conferences
of the robotic community. In the following we will first show how these articles articulate
together to form a consistent piece of work and then introduce the articles in their published
forms.

1.1 Work-package description

For clarity, let us recall the objective of work package 2 and task 2.1 (from [Vin06]):

The objective is to develop a hierarchical representations and cognitive map that
provides the necessary capabilities to model space in several levels for combining
and fusing the topological, metric and semantic information relevant for the home
navigation task. It deals with building of such a representations of space from the
perceptual input mainly attained in WP 3. Since perceptual data is never perfect,
we need to study how to achieve consistency and scalability of the layer, how
to effectively switch between the levels of the representation, and how to handle
temporal dynamics and changes in environment.

Finally, a main objective is to provide an easy yet intuitive user interface that
portrays the information I the hierarchical representation to the human and se-
lects useful information to obtain a better and consistent annotation of the things
perceived. This human machine interaction is located here, because it is so tightly
linked to the main function of showing the robot around: learning the room layout
and annotating main items of furniture.

Task 2.1: Hierarchical representation of space

This Task focuses on the representation itself – i.e. the mapping process and its
output. It addresses questions that deal with the content of the representation (e.g.
objects and relationships between them), methods by which the representation is
formed and managed (e.g. a combination of topological and metric layers – a
hybrid map or a purely hierarchical representation) and how spatial and semantic
concepts would be formed (e.g. association rules). Of particular importance is to
enable the conceptualisation of space to learning spatial concepts as needed for
the showing the robot around paradigm. It ends with the formation of semantic
concepts within the space, which is then used for the annotations, see WP 3.

Lastly, a comparison is also drawn on the similarities between the way we humans
perceive and represent space and the corresponding representation in robots. This
sheds a lot of light on what is a cognitive spatial representation and how robots
could become more compatible with us. This also provides for a cognitive validation
to the representation that would be finally stored. Thus, the sub package is the
main focus of this work package. Contents at each level of the hierarchy and how
they relate to each other.

3



1.2 Articulation of the deliverable

In the following, this report will include the following articles:

[SPS08] D. Scaramuzza, C. Pradalier, R. Siegwart (2008), Performance Evaluation
of a Vertical Line Descriptor for Omnidirectional Images, Proc. of The
IEEE International Conference on Intelligent Robots and Systems (IROS), 2008.

[GHS08] S. Gachter, A. Harati, R. Siegwart (2008), Incremental Object Part Detec-
tion toward Object Classification in a Sequence of Noisy Range Im-
ages, Proc. of The IEEE International Conference on Robotics and Automation
(ICRA), February 2008.

[VS08] S. Vasudevan, R. Siegwart, Bayesian Space Conceptualisation and Place
Classification for Semantic Maps in Mobile Robotics, Robotics and Au-
tonomous Systems, 2008, in press.

These works address, independently, three fundamental aspect of the representation of
space. [SPS08] provides the basic functionalities that a metric mapping method (SLAM,
[MNTS06]) would need in order to represent the environment. In fact, metric SLAM ap-
proaches rely on being able to detect and recognise features in the environment. It is impor-
tant here to note the difference between the detection and the recognition. Detecting a feature
is related to identifying that some perceptive stimuli is worth noticing. On the other hand,
recognising a feature is being able to identify that a perceptive stimuli corresponds to some-
thing that has been observed previously, or, equally important, to something new. [SPS08]
describes a very efficient way to detect and recognise vertical lines in images issued from an
omnidirectional cameras. Vertical lines are an omnipresent part of environments build by and
for humans, and as a results are very relevant to the development of Robots@Home.

One conceptual level higher, [GHS08] addresses the problem of recognising structured
objects (chairs, table, etc..) in the context of mobile robotics. Here again, an important
distinction must be done between recognising objects and identifying objects. Identifying
objects is related to the identification of a specific instance of an object (model 123242 from
a manufacturer’s catalogue) whereas recognising object is related to the identification of an
object concept (the chair concept in this instance). The work of [GHS08] relies on decomposing
objects into parts (chair legs, chair seat, ...), identifying these parts from the data of a range
imager and tracking their interrelations to recognise objects. As will be seen in the next
paragraph, the hierarchical representation of objects is very similar, in principle to a form of
hierarchical representation of space.

Finally, [VS08] adds another level of complexity in the notion of spacial representation:
from the occurrence of objects (e.g. from [GHS08]) and from robots localisation (e.g. from a
SLAM using [SPS08]) objects are grouped together based on their inter-relations and places
are identified based on their possible use. For instance (see fig. 1), a place where three low-
chairs are set around a coffee table is likely to be a lounge or a coffee room. On the other
hand, a place where a computer screen is set on a table close to an office chair is likely to be an
office. These concepts are learnt by example using probabilistic techniques such as clustering
or Bayesian network classifiers.
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Figure 1: Place conceptualisation using hierarchical models

1.3 Perspectives

The three articles we present in this deliverable represent independent methods for the rep-
resentation of space.They are suitable for learning, for semantic conceptualisation, and it has
been shown[VGS07] that this kind of semantic is compatible with human representations.

However, our next tasks is to bridge the gaps between these approaches in order to create
an integrated hierarchical representation of space that can be used to improve the autonomy
and efficiency of service robots. A lot is still to be achieved to fulfil this goal, but we are
confident the articles we present in this report will be important stepping stones toward it.

Figure 2: Igor, the butler robot. An inspiration for the future robots@home.
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Performance Evaluation of a Vertical Line Descriptor for
Omnidirectional Images

Davide Scaramuzza, Cédric Pradalier, and Roland Siegwart
Autonomous System Lab, ETH Zurich, Switzerland,

Abstract— In robotics, vertical lines have been always very
useful for autonomous robot localization and navigation in
structured environments. This paper presents a robust method
for matching vertical lines in omnidirectional images. Matching
robustness is achieved by creating a descriptor which is unique
and very distinctive for each feature and is invariant to
rotation and slight changes of illumination. We characterize
the performance of the descriptor on a large image dataset by
taking into account the sensitiveness to the different parameters
of the descriptor. The robustness of the approach is also
validated through a real navigation experiment with a mobile
robot equipped with an omnidirectional camera.

I. I NTRODUCTION

A. Previous work

Omnidirectional cameras are cameras that provide a360◦

field of view of the scene. Such cameras are often built by
combining a perspective camera with a shaped mirror. Fixing
the camera with the mirror axis perpendicular to the floor
has the effect that all world vertical lines are mapped to
radial lines on the camera image plane. In this paper, we deal
with vertical lines because they are predominant in structured
environments.

The use of vertical line tracking is not new in the
robotics community. Since the beginning of machine vision,
roboticians have been using vertical lines or other sorts of
image measure for autonomous robot localization or place
recognition.
Several works dealing with automatic line matching have
been proposed for standard perspective cameras and can be
divided into two categories: those that match individual line
segments; and those that match groups of line segments.
Individual line segments are generally matched on their ge-
ometric attributes (e.g. orientation, length, extent of overlap)
[7]–[9]. Some such as [10]–[12] use a nearest line strategy
which is better suited to image tracking where the images
and extracted segments are similar. Matching groups of line
segments has the advantage that more geometric information
is available for disambiguation. A number of methods have
been developed around the idea of graph-matching [13]–
[16]. The graph captures relationships such as “left of”,
“right of”, cycles, “collinear with” etc, as well as topological
connectedness. Although such methods can cope with more
significant camera motion, they often have a high complexity
and again they are sensitive to error in the segmentation
process.

This work was supported by European grant FP6-IST-1-045350
Robots@HomeR©

Besides these methods, other approaches to individual
line matching exist, which use some similarity measure
commonly used in template matching and image registration
(e.g. Sum of Squared Differences (SSD), simple or Normal-
ized Cross-Correlation (NCC), image histograms [4]). An
interesting approach was proposed in [5]. Besides using the
topological information of the line, the authors also used
the photometric neighborhood of the line for disambiguation.
Epipolar geometry was then used to provide a point to point
correspondence on putatively matched line segments over
two images and the similarity of the lines neighbourhoods
was then assessed by cross-correlation at the corresponding
points.

A novel approach, using the intensity profile along the
line segment, was proposed in [6]. Although the application
of the method was to wide baseline point matching, the
authors used the intensity profile between two distinct points
(i.e. a line segment) to build a distinctive descriptor. The
descriptor is based on affine invariant Fourier coefficients
that are directly computed from the intensity profile.

The methods cited above were defined for perspective
images but the same concepts have been also used by roboti-
cians in omnidirectional images under certain circumstances.
The use of omnidirectional vision even facilitated the task
because of the360◦ field of view (see [1]–[3]). However,
to match vertical lines among different frames only mutual
and topological relations have been used (e.g. neighborhood
or ordering constraints) sometimes along with some of the
similarity measures cited above (e.g. SSD, NCC).

B. Outline

This paper extends our previous work [20], summarized
in Sections II and III. In these sections, we describe how
we built our robust descriptor for vertical lines, which is
unique and very distinctive for each feature and is invariant
to rotation and slight changes of illumination. The main
contribution of this paper consists in characterizing the per-
formance of the proposed descriptor on a large image dataset
that takes into account the sensitiveness to image noise and
to other different parameters of the descriptor. Furthermore,
we also evaluate the robustness of the approach by tracking
vertical lines in a real navigation experiment using a mobile
robot equipped with an omnidirectional camera.

The present document is organized as follows. First, we
describe our procedure to extract vertical lines (Section
II) and build the descriptor (Section III). In Section IV,
we provide our matching rules, while the analysis of the
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Fig. 1. Extraction of the most reliable vertical features from an omnidi-
rectional image.

performance and the results of tracking are respectively
presented in Sections V and VI.

II. V ERTICAL L INE EXTRACTION

Our platform consists of a wheeled robot equipped with
an omnidirectional camera looking upwards. In our arrange-
ment, we set the camera-mirror system perpendicular to the
floor where the robot moves. This setting guarantees that all
vertical lines are approximately mapped to radial lines on the
camera image plane (Fig. 1) In this section, we detail our
procedure to extract prominent vertical lines. Our procedure
consists of five steps.

The first step towards vertical line extraction is the detec-
tion of the image center (i.e. the point where all radial lines
intersect in). As the circular external boundary of the mirror
is visible in the image, we used a circle detector to determine
the coordinates of the center. In the second step, we apply a
Sobel edge detector.

The third step consists in detecting the most reliable
vertical lines. To this end, we divide the omnidirectional
image into 720 predefined uniform sectors, which give us
an angular resolution of 0.5◦. By summing up all binary
pixels that vote for the same sector, we obtain the histogram
shown in Fig. 3. Then, we apply non-maxima suppression to
identify all local peaks.

The final step is histogram thresholding. As observed in
Fig. 2, there are many potential vertical lines in structured
environments. In order to keep the most reliable and stable
lines, we put a threshold on the line length. As observed in
Fig. 3), we set our threshold equal to50% of the maximum
allowed line length, i.e.Rmax − Rmin (for a definition of
these parameters see Fig. 1). Obviously, this choice is purely
arbitrary and a different criterion could be used depending
on the purpose (for instance, one can decide to have always
a constant number of lines in each frame).

Fig. 2. Edge image of Fig. 1.
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Fig. 3. Number of binary pixels
voting for a given orientation angle.

III. B UILDING THE DESCRIPTOR

In Section IV, we will describe our method for matching
vertical lines between consecutive frames while the robot is
moving. To make the feature correspondence robust to false
positives, each vertical line is given a descriptor which is
unique and distinctive for each feature. Furthermore, this
descriptor is invariant to rotation and slight changes of
illumination. In this way, finding the correspondent of a
vertical line can be done by looking for the line with the
closest descriptor. In the next subsections, we describe how
we built our descriptor.

A. Rotation Invariance

Given a radial line, we divide the space around it into three
equal non-overlapping circular areas such that the radiusra

of each area is equal to(Rmax − Rmin)/6 (see Fig. 4).
Then, we smooth each area with a Gaussian window with
σG = ra/3 and compute the image gradients (magnitudeM

and phaseΦ) within each of these areas.
Concerning rotation invariance, this is achieved by

redefining the gradient phaseΦ of all points relatively to
the radial line’s angleθ (see Fig. 4).

B. Orientation Histograms

To make the descriptor robust to false matches, we split
each circular area into two parts (the left and right across
the line) and consider each one individually.

For each side of each circular area, we compute the
gradient orientation histogram (Fig. 5). The whole orientation
space (from -π to π) is divided intoNb equally spaced bins.
In order to decide how much of a certain gradient magnitude
m belongs to the adjacent inferior binb and how much to
the adjacent superior bin, each magnitudem is weighted by
the factor(1 − w), where

w = Nb

ϕ − b

2π
, (1)

with ϕ being the observed gradient phase in radians. Thus,
m(1 − w) will vote for the adjacent inferior bin, whilemw
will vote for the adjacent superior bin.

According to what we mentioned so far, each bin contains
the sum of the weighted gradient magnitudes which belong to
the correspondent orientation interval. We observed that this
weighted sum made the orientation histogram more robust to
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Fig. 4. Extraction of the circular areas. To achieve rotation invariance,
the gradient phaseΦ of all points is redefined relatively to the radial line’s
angleθ.
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Fig. 5. An example of gradient orientation histograms for the left and right
sides of a circular area.

image noise. Finally, observe that the orientation histogram
is already rotation invariant because the gradient phase has
been redefined relatively to the radial line’s angle (Section
III-A).

To resume, in the end we have three pairs of orientation
histograms:

H1 = [H1,L,H1,R] , H2 = [H2,L,H2,R]

H3 = [H3,L,H3,R]
(2)

where subscripts L, R identify respectively the left and right
section of each circular area.

C. Building the Feature Descriptor

From the computed orientation histograms, we build the
final feature descriptor by stacking all three histogram pairs
as follows:

H = [H1,H2,H3] (3)

To have slight illumination invariance, we pre-normalize each
histogram vectorHi to have unit length. This choice relies on

the hypothesis that the image intensity changes linearly with
illumination. However, non-linear illumination changes can
also occur due to camera saturation or due to illumination
changes that affect 3D surfaces with different orientations
by different amounts. These effects can cause a large change
in relative magnitude for some gradients, but are less likely
to affect the gradient orientations. Therefore, we reduce the
influence of large gradient magnitudes by thresholding the
values in each unit histogram vector to each be no larger than
0.1, and then renormalizing to unit length. This means that
matching the magnitudes for large gradients is no longer as
important, and that the distribution of orientations has greater
emphasis. The value of 0.1 was determine experimentally and
will be justified in Section V.

Although this is not true in nature, this approximation
proved to work properly and will be shown in Sections V
and VI.

To resume, our descriptor is anN -element vector contain-
ing the gradient orientation histograms of the circular areas.
In our setup, we extract 3 circular areas from each vertical
feature and use 30 bins for each histogram; thus the length
of the descriptor is

N = 3areas · 2parts · 30bins = 180 (4)

Observe that all feature descriptors are the same length.

IV. FEATURE MATCHING

As every vertical feature has its own descriptor, its corre-
spondent in consecutive images can be searched among the
features with the closest descriptor. To this end, we need
to define a dissimilarity measure (i.e. distance) between two
descriptors.

In the literature, several measures have been proposed
for the dissimilarity between two histogramsH = {hi}
and K = {ki}. These measures can be divided into two
categories. Thebin-by-bin dissimilarity measures only com-
pare contents of corresponding histogram bins, that is, they
comparehi and ki for all i, but not hi and kj for i 6= j.
The cross-bin measures also contain terms that compare
non-corresponding bins. Among thebin-by-bin dissimilar-
ity measures, fall the Minkoski-form distance, the Jeffrey
divergence, theχ2 statistics, and the Bhattacharya distance.
Among thecross-bin measures, one of the most used is the
Quadratic-form distance. An exhaustive review of all these
methods can be found in [17]–[19].

In our work, we tried the dissimilarity measures mentioned
above but the best results were obtained using theL2 distance
(i.e. Euclidean distance) that is a particular case of the
Minkoski-form distance. Therefore, in our experiments we
used the Euclidean distance as a measure of the dissimilarity
between descriptors, which is defined as:

d(H,K) =

√

√

√

√

N
∑

i=1

|hi − ki|2 (5)

By definition of distance, the correspondent of a feature,
in the observed image, is expected to be the one, in the



TABLE I

THE PARAMETERS USED BY OUR ALGORITHM WITH THEIR EMPIRICAL

VALUES

F1 = 1.05 F2 = 0.75 F3 = 0.8

consecutive image, with the minimum distance. However,
if a feature is no longer present in the next image, there
will be a closest feature anyway. For this reason, we defined
three tests to decide whether a feature correspondent exists
and which one the correspondent is. Before describing these
tests, let us introduce some definitions.

Let {A1,A2, . . . ,ANA
} and{B1,B2, . . . ,BNB

} be two
sets of feature descriptors extracted at timetA and tB
respectively, whereNA, NB are the number of features in
the first and second image. Then, let

Di = {d(Ai,Bj), j = 1, 2, . . . , NB)} (6)

be the set of all distances between a givenAi and all Bj

(j = 1, 2, · · · , NB).
Finally, let minDi = mini (Di) be the minimum of the
distances between givenAi and allBj.

A. First test

The first test checks that the distance from the closest
descriptor is smaller than a given threshold, that is:

minDi = F1. (7)

By this criterion, we actually set a bound on the maximum
acceptable distance to the closest descriptor.

B. Second test

The second test checks that the distance from the closest
descriptor is smaller enough than the mean of the distances
from all other descriptors, that is:

minDi = F2· < Di > (8)

where< Di > is the mean value ofDi andF2 clearly ranges
from 0 to 1. This criterion comes out of experimental results.

C. Third test

Finally, the third test checks that the distance from the
closest descriptor is smaller than the distance from the second
closest descriptor:

minDi = F3 · SecondSmallestDistance, (9)

whereF3 clearly ranges from 0 to 1. As in the previous test,
the third test raises from the observation that, if the correct
correspondence exists, then there must be a big gap between
the closest and the second closest descriptor.

FactorsF1, F2, F3 are to be determined experimentally.
The empirical values used in our experiments are shown in
Table I and will be justified in Section V.
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Fig. 6. Influence of saturation on correct matches.

V. PERFORMANCEEVALUATION

In this section, we characterize the performance of our
descriptor on a large image dataset by taking into account
the sensitiveness to different parameters, that are: image
saturation, pixel noise, number of histogram bins, and use
of overlapping circular areas. Furthermore, we also motivate
the choice of the empirical values forF1, F2, andF3, which
are shown in Table I.

1) Ground truth: To generate the ground truth for testing
our descriptor, we used a database of 850 omnidirectional
pictures that is a subset of the whole video sequence used
in Section VI. About 10 verticals were extracted in average
from each image. then we matched each feature individually
among the all database using the matching method of the
previous section. To insure that matching was correct, we
visually inspected every single correspondence individually.
Correspondent features were labeled with the same ID. The
images were taken from the hallway of our department.
Figure 13 shows six sample images from our dataset. The
images show that the illumination conditions vary strongly.
Due to big windows, a mixture of natural and artificial
lighting produces difficult lighting conditions like highlights
and specularities. With regard to the viewpoint change,
the maximum camera displacement between two views of
the same vertical was about 5 meters, while the average
displacement was around 2 meters.

2) Image saturation: As we mentioned in Section III-C,
we threshold the values of the histogram vectors to reduce the
influence of image saturation. The percent of correct matches
for different threshold values is shown in Fig. 6. The results
show the percent of verticals that find a correct match to the
single closest neighbor among the all database. As the graph
shows, the maximum percent of correct matches is reached
when using a threshold value of 0.1. In the remainder of this
paper, we will always use this value.

3) Image noise: The percent of correct matches for dif-
ferent amounts of gaussian image noise (from0% to 10%)
is shown in Fig. 7. Again, the results show the percent
of correct matches found using the single nearest neighbor
among the all database. As this graph shows, the descriptor
is resistant to even large amount of pixel noise.
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4) Histogram bins and circular areas: There are two
parameters that can be used to vary the complexity of our
descriptor: the number of orientations,Nb, in the histograms,
and the number of circular areas. Although in the explanation
of the descriptor we used 3 non overlapping circular areas,
we evaluated the effect of using 5 overlapping areas with
50% overlap between two circles. The results are shown in
Fig. 8. As the graph shows, there is a slight improvement
in using 5 overlapping areas (the amelioration is only1%).
Also, the performance is quite similar using 8, 16, or 32
orientations in the histograms. Following this considerations,
the best choice would seem to use 3 areas and 8 histograms
bins in order to reduce the dimension of the descriptor.
Conversely, as in this graph the percent of correct matches
is found only using the nearest closest descriptor, the best
matching results, when using the rules of Section IV, are
obtained with 32 orientations. Thus, in our implementation
we used 3 areas and 32 histogram bins.

5) Matching rules: Figure 9 shows the Probability Den-
sity Function (PDF) for correct and incorrect matches in
terms of the distance to the closest neighbor of each keypoint.
In our implementation of the first rule, we choseF1 = 1.05.
As observed in the graph, by this choice we reject all matches
in which the distance to the closest neighbor is greater
than1.05, which eliminates50% of the false matches while
discarding less than5% of correct matches.

Similarly, Fig. 10 shows the PDFs in the terms of the ratio

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

P
D

F

Distance to the closest descriptor

 

 
Correct matches
Incorrect matches

Fig. 9. The probability density function that a match is correct according
to the first rule.
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Fig. 10. The probability density function that a match is correct according
to the second rule.

of closest to average-closest neighbor of each keypoint. In
our implementation of the second rule, we choseF2 = 0.75.
As observed in the graph, by this choice we reject all matches
where the ratio between the closest neighbor distance and
the mean of all other distances is greater than0.75, which
eliminates45% of the false matches while discarding less
than8% of correct matches.

Finally, Fig. 11 shows the PDFs in terms of the ratio of
closest to second-closest neighbor of each keypoint. In our
implementation of the third rule, we choseF3 = 0.8; in
this way we reject all matches in which the distance ratio is
greater than0.8, which eliminates92% of the false matches
while discarding less than10% of correct matches.

VI. EXPERIMENTAL RESULTS

In our experiments, we adopted a mobile robot with a
differential drive system endowed of encoder sensors on the
wheels. Furthermore, we equipped the robot with an omni-
directional camera consisting of a KAIDAN 360 One VR
hyperbolic mirror and a SONY CCD camera the resolution
of 640×480 pixels. In this section, we show the performance
of our feature extraction and matching method by capturing
pictures from our robot in a real indoor environment.

The robot was moving at about0.15 m/s and was acquir-
ing frames at3 Hz, meaning that during straight paths the
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to the third rule.

traveled distance between two consecutive frames was5 cm.
The robot was moved in the hallway of our institute and
1852 frames were extracted during the whole path. Figure
13 shows six sample images from the dataset.

The result of feature tracking is shown only for the first
150 frames in Fig. 12. The graph shown in Fig. 12 was
obtained using only the three matching rules described in
Sections IV-A, IV-B, IV-C. No other constraint, like mutual
relations, has been used. This plot refers to a short path of
the whole trajectory while the robot was moving straight
(between frame no. 0 and 46), then doing a180◦ rotation
(between frame no. 46 and 106), and moving straight again.
As observed, most of the features are correctly tracked
over the time. Indeed, most of the lines appear smooth and
homogeneous. The lines are used to connect features that
belong to the same track. When a new feature is detected,

this feature is given a label with progressive numbering and
a new line (i.e. track) starts from it. In this graph, there are
three false matches that occur at the points where two tracks
intersect (e.g. at the intersection between tracks no. 1 and
58, between track no. 84 and 86, and between track no. 65
and 69). Observe that the three huge jumps in the graph are
not false matches; they are only due to the angle transition
from −π to π.

Observe that our method was able to match features even
when their correspondents were not found in the previous
frames. This can be seen by observing that sometimes circles
are missing on the tracks (look for instance at track no.
52). When a correspondence is not found in the previous
frame, we start looking into all previous frames (actually up
to twenty frames back) and stop when the correspondence is
found.

If you examine the graph, you can see that some tracks
are suddenly given different numbers. For instance, observe
that feature no. 1 - that is the fist detected feature and starts
at frame no. 0 - is correctly tracked until frame no. 120
and is then labeled as feature no. 75. This is because at this
frame no correspondence was found and then the feature
was labeled as a new entry (but in fact is a false new entry).
Another example is feature no. 15 that is then labeled as no.
18 and no. 26. By a careful visual inspection, you can find
only a few other examples of false new entries. Indeed, tracks
that at a first glance seem to be given different numbers,
belong in fact to other features that are very close to the
observed one.

After visually inspecting every single frame of the whole
video sequence (composed of 1852 frames), we found 37
false matches and 98 false new entries. Comparing these
errors to the 7408 corresponding pairs detected by the



Fig. 13. Omnidirectional images taken at different locations.

algorithm over the whole video sequence, we had1.8%
of mismatches. Furthermore, we found that false matches
occurred every time the camera was facing objects with
repetitive texture. Thus, ambiguity was caused by the pres-
ence of vertical elements which repeat almost identical in
the same image. On the other hand, a few false new entries
occurred when the displacement of the robot between two
successive images was too large. However, observe that when
a feature matches with no other feature in previous frames, it
is better to believe this feature to be new rather than commit
a false matching.

As we already mentioned above, the results reported in
this section were obtained using only the three matching
rules described in Sections IV-A, IV-B, IV-C. Obviously, the
performance of tracking could be further improved by adding
other constraints like mutual relations among features.

VII. C ONCLUSION

In this paper, we presented a robust method for matching
vertical lines among omnidirectional images.The basic idea
to achieve robust feature matching consists in creating a
descriptor which is unique and distinctive for each feature.
Furthermore, this descriptor is invariant to rotation and slight
changes of illumination. We characterized the performance
of the descriptor on a large image dataset by taking into
account the sensitiveness to the different parameters of the
descriptor. The robustness of the approach is also validated
through a real navigation experiment with a mobile robot
equipped with an omnidirectional camera. The performance
of tracking was very good as many features were correctly
detected and tracked over long time. Furthermore, because
the results were obtained using only the three matching rules
described in Section IV, we expect that the performance

would be notably improved by adding other constraints like
mutual relations among features.
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Abstract— This paper presents an incremental object part
detection algorithm using a particle filter. The method infers
object parts from 3D data acquired with a range camera.
The range information is quantized and enhanced by local
structure to partially cope with considerable measurement noise
and distortion. The augmented voxel representation allows the
adaptation of known track-before-detect algorithms to infer
multiple object parts in a range image sequence even when each
single observation does not contain enough information to do
the detection. The appropriateness of the method is successfully
demonstrated by two experiments for chair legs.

I. INTRODUCTION

In recent years, a novel type of range camera to capture 3D
scenes emerged on the market. One such camera is depicted
in figure 1. The measurement principle is based on time-
of-flight using modulated radiation of an infrared source.
Compared with other range sensors [1], range cameras have
the advantage to be compact and at the same time to
have a measurement range of several meters, which makes
them suitable for indoor robotic applications. Further, range
cameras provide an instant single image of a scene at a high
frame rate though with a lower image quality in general [2].
The 3D information acquired with a range camera is strongly
affected by noise, outliers and distortions, because of its
particular measurement principle using a CMOS/CCD im-
ager [3], [4]. This makes it difficult to apply range image
algorithms developed in the past. Hence, the goal of this
paper is to present an object part detection method adapted
to range cameras.

Object parts – components with simple geometry – are
quite proper features for object classification based on ge-
ometric models [5], [6], [7]. This approach can account
for different views of the same object and for variations
in structure, material, or texture of the objects of the same
kind. The reason is that more or less the decomposition of
the objects into its parts remains unchanged. The majority
of the currently available approaches in the field of object
classification are appearance based, which makes them very
sensitive to the mentioned variations.

In general, range image algorithms depend on the robust
estimation of the differential properties of object surfaces [8].

This work was partially supported by the EC under the FP6-IST-045350
robots@home project.

Fig. 1. SR-3000 Range Camera.

Given the noisy nature of images of range cameras, this can
only be obtained with high computational cost. However,
the detailed reconstruction of object surface geometry is not
necessary for part based object classification as long as the
parts are detected. On the other hand, object parts can be
represented properly by bounding volumes [7], because the
overall structure of an object part is more important and
informative than the details of its shape or texture. For
example, the concept of a chair leg is more related to its
stick like structure than whether it is wooden or metallic, of
light or dark color, round or square.

However, segmentation of range images into object parts
remains the most challenging stage. Because of the low
signal-to-noise ratio of the mentioned sensor, this is a par-
ticularly difficult problem. Using an incremental algorithm
operating on several range images, can improve the perfor-
mance. In fact, it is possible to skip segmentation and track
hypothetical parts in the scene. This is a common approach
in radar applications, where a target has to be jointly tracked
and classified in highly noisy data [9], [10]. Hence, for each
part category, a classifier is considered which incrementally
collects the evidences from the sequence of range images
and tracks the hypothetical parts. Therefore, the object part
detection becomes the sequential state estimation process
for multiple bounding-boxes at potential poses in the three-
dimensional space. This is realized in the framework of a
particle filter [10], which can cope with different sources of
uncertainty, among them scene registration errors.

The contribution of this work lies in bringing well es-
tablished algorithms from classification, tracking and state-
estimation to the framework of object classification. In
addition, to the best of our knowledge, this is a first work
which addresses object part detection using a range camera.
The presented work here paves the way toward incremental
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Fig. 2. (a) Single point cloud and (b) a quantized version of a sequence of five registered range images at step k = 25 along with (c) the shape factor
histogram of the right front leg. The bounding-box in (b) encloses all voxels that are considered to compute the histogram. The colors indicate the shape
factors: red for linear like, green for planar like, and blue for spherical like local structures. Refer to the remaining part of the paper for the computational
details.

part based object classification in the field of indoor mobile
robotics. The approach presented here is quite general in han-
dling different object parts with simple geometry. However,
through out this paper, a chair leg is chosen as an example
part to demonstrate the method.

II. RELATED WORK

Part extraction from range images is a long standing
issue in structure based object recognition and classification.
Seminal work has been done by [11], where algorithms are
presented that infer objects from surface information. Object
parts are represented by surface patches. In the present work,
bounding-boxes are adopted, which are more abstract volu-
metric representation than commonly used parametrical mod-
els based on surfaces [12], [13]. In addition, the quantization
is achieved by the voxel representation which is related to
occupancy grids, but less computationally intensive.

In [14], a method to capture local structure in range images
is presented in order to classify natural terrain. In the present
work, local structure is captured in the same way with shape
factors. However, shape factors are calculated based on the
voxel representation here.

The object part detection algorithm evolves from the
work done in [15]. They developed a method for joint
detection and tracking of multiple objects described by color
histograms. Color-based tracking is a well researched topic in
the vision community, see for example [16] and [17]. Here,
these techniques are taken as inspiration to detect object parts
in quantized point clouds using shape factor as color.

III. RANGE IMAGE QUANTIZATION

One of the smallest range cameras in the market is the SR-
3000 made by [18], see figure 1. For the work presented here,
the SR-2 of the same manufacturer is used, which exhibits
similar measurement performance for indoor applications.
The SR-2 has a resolution of 124×160 pixels with maximum
measurement range of 7.5 m. The intrinsic and extrinsic
camera parameters are respectively calibrated based on the
methods explained in [3] and [19].

Despite the calibration, the range image remains affected
by noise, outliers and distortions. Main reasons include
low emission power, scattering, and multiple reflections. A
sample observation of a scene with a chair is shown in
figure 2(a). Thus, a single observation does not contain
enough information to detect object parts. On the other hand,
registering different views over long runs accumulates align-
ment errors. Therefore, a sliding window containing the most
recent five observations is considered. The corresponding
point clouds are registered and quantized into a cubic voxel
space with voxel size of 2 cm to reduce the computational
burden. Voxels containing less than five points are neglected
as outliers, see figure 2(b).

IV. OBJECT PART DETECTION

The structural variability of objects is strongly related to
the number and type of parts and their physical relation-
ship with each other. Such relationships can be encoded
within a probabilistic grammar in order to perform object
classification [7]. Towards such an approach, object parts are
modeled as probabilistic bounding-boxes to handle uncertain
measurements of the range camera.

A bounding-box is a cuboid defined by the center point
and the span length. The probabilistic extension assumes
these parameters as random variables. Here, particle filter is
used to estimate them. Each particle encodes hypothetical
positions and extensions of some object parts, i.e. their
bounding-boxes. The evolution of the particles over time
enables the simultaneous detection and tracking of the object
parts. Gradually, particles with realistic hypotheses survive,
whereas the others die off. The fitness of each particle – the
resampling weight – is obtained based on the shape factor
histograms calculated in the image regions defined by the
corresponding bounding-boxes.

A. Shape Factor

The shape factors characterize the local part structure by
its linear, planar, or spherical likeliness. They are calculated
for each voxel using its surrounding spatial voxel distribution



by the decomposition of the distribution into the principal
components – a set of ordered eigenvalues and -vectors.
Here, the standard principal component analysis is used.

In the literature, different methods are presented on how
to compute the shape factors. In [20] and [21] a tensor
representation is proposed to infer structure from sparse
data. For the present work, the same scheme is used with
a different normalization:

rl =
λ1 − λ2

λ3 + λ2 + λ1
,

rp =
2(λ2 − λ3)
λ3 + λ2 + λ1

,

rs =
3λ3

λ3 + λ2 + λ1
.

(1)

where λi are the ordered eigenvalues λ1 ≥ λ2 ≥ λ3 obtained
by the decomposition of the spatial voxel distribution. rl, rp,
and rs express local similarity to linear, planar, and spherical
shapes respectively. Here, the shape factors are normalized
by the sum of the eigenvalues [22] so that each lies in
the range of [0, 1] and their sum is one: rl + rp + rs =
1. Another normalization scheme is to use the maximum
eigenvalue [21]. The shape factors can also be defined by
reasoning on the volume spanned by the eigenvalues [23].
Which of the shape factor computation methods is used,
depends largely on their ability to characterize voxels dis-
tinctively according to the object structure at hand.

Figure 2(b) depicts a shape factor colored voxel set of a
chair, where for each voxel the shape factor was computed
according to (1). The computation was done within a neigh-
borhood window of size 11×11×11 voxels defining the scale
of the local structure. As it is visible, this method correctly
classifies the local structure; legs appear as linear, seat and
back as planar, and joints as spherical structures.

B. Histogram as Feature Vector

The shape factor distribution in the region of interest
defined by the bounding-box is approximated by a histogram
to obtain a unique feature vector that models an object part.
This approach is inspired by the work done in [16], where
color histograms are used to track objects. In the present
application, histograms have the advantage to be robust
against the structural variability of object parts: rotation,
partial occlusion, and scale have little effect on the model.
In addition, the computational cost of histograms is modest.

Since the three positive elements of the shape factor
sum up to one, they are constrained to a triangle in 3D
space. Thus, it is sufficient to consider only two elements to
populate a 2D histogram with Nt = 1

2 (N2
b +Nb) bins, where

the histogram shape is approximated by a triangular matrix of
size Nb. Figure 2(c) depicts the shape factor histogram of the
bounding-box volume enclosing the leg in figure 2(b). It is
clearly visible that linear shape factors dominate indicating
the general stick like structure of the object part. Because
the number of bins Nt already becomes large for a small
Nb, dimensionality reduction is applied on the 0 as feature
vector. The dimensionality reduction is done by standard

principal component analysis of the training set retaining the
dimensions covering 95 % of the feature distribution mass.

Finally, six simple geometric features are added to the
feature vector to account for the occupancy and eccentricity
of the voxel distribution in the bounding-box.

C. Support Vector Classifier

In order to judge, if an object part in question is likely
to belong to a certain class it is necessary to evaluate a
quality measure. This can be done by computing a distance
between a template and the generated feature vector. This
is commonly done in color based tracking [16]. However,
template matching might not be discriminative enough to
cover an entire class of an object part. Using a classifier
learned on a large amount of training data often results in a
better detection performance. A suitable training method is
the support vector machine (SVM), because it is less prone
to overfitting, is applicable on high dimensional features, and
the resulting classifier allows the estimation of meaningful
posterior probabilities. In the present work, a support vector
classifier with a polynomial kernel is trained using the
framework provided by [24]. A training set of 2340 samples
is generated. An equal number of positive and negative
samples are used to avoid any bias in the learning. The 1170
positive samples of chair leg are manually extracted from
voxel images from different views of twelve different chairs.
The 1170 bad samples are randomly selected from a stream
of voxel images containing background clutter or non-leg
parts.

D. Incremental State Estimation

The aim is to incrementally detect object parts modeled by
a bounding-box in a sequence of voxel images. The detection
algorithm typically has to handle multiple object parts of
the same type. Thus, the problem can be stated formally as
follows:

p(yk|Zk−1) =
∫
p(yk|yk−1)p(yk−1|Zk−1)dyk−1 (2)

p(yk|Zk) ∝ p(zk|yk)p(yk|Zk−1), (3)

where yk = [Rk,xT
1,k . . .x

T
rk,k]T. yk is the augmented state,

which contains the current estimate of number of object parts
present in the view Rk and their bounding-box parameters
xi,k at step k. This incremental state estimation can be
implemented by a particle filter. Here, the algorithm pre-
sented in [15] is used; an extension of the traditional particle
filter [25], capable of tracking multiple targets. However, the
transition and observation models have been adapted where
necessary.

1) Transition Model: The object part number Rk is
modeled by a Markov chain with a predefined transition
matrix, where the state value at step k is a discrete number
rk = {0, . . . ,M} with M being the maximum number of
parts expected in each view, set to 8 here. The Markov chain
defines three possible cases on how the number of parts can
evolve over time: the number remains unaltered, increases,
or decreases from step k − 1 to k.
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When the number of parts remains unaltered, their states
are assumed to be affected by a process noise, which takes
into account the measurement deficiencies and registration
errors. Therefore, the proposal distribution for the bounding-
box parameters is given by p(xi,k|xi,k−1) = N (xi,k−1,Cu),
where Cu is the covariance matrix assumed to be diagonal.
In the experiments of this paper, for a chair leg, the diagonal
entries for the bounding-box position are set to 1, 1, and
9 cm2 and for the extension to 49, 49, and 64 mm2,
considering more uncertainty along the vertical direction.

When the number of parts decreases, rk hypothetical parts
are selected at random from the possible rk−1 with equal
probability. The selected parts parameters are then affected
by the process noise.

The crucial case is when the number of parts increases.
Then, the current state of the particle has to be augmented
by additional elements. For the rk−1 parts that continue to
exist, again the process noise is considered. For the rk −
rk−1 new hypothetical parts, the bounding-box position is
uniformly sampled from occupied voxels, which have proper
shape factors. In addition, to preserve consistency of different
instances of a part, an intersection test is performed [26].
Hence, the initialized bounding-boxes for each particle keep
a certain distance, here 10 cm.

2) Observation Model: The observation likelihood func-
tion generates the importance weights used to incorporate
the measurement information zk in the particle set. Since
the parts have to be detected from various view angles out
of sparse and noisy data, the observation model is a non-
linear function of the part state and measurement noise. As
in [27], instead of using a generative observation model,
which is common in a Bayesian estimation framework, a
discriminative one is selected, namely the learned support
vector classifier presented previously.

In the detection framework, the observation likelihood is
usually defined as a ratio of the probability that an object part
is present to the probability of its absence. This is equivalent
to the ratio of the classification probabilities computed with
the learned classifier. Assuming that the classification can
be done independently for each hypothetical object part, the

observation likelihood for each particle is given by

L(yk) =
rk∏

i=1

p(zk|xi,k)
1− p(zk|xi,k)

, (4)

where p(zk|xi,k) is the classification probability for part i.
Considering this probability as a distance ai,k in the range
of [0, 1] and an exponential function to compute a similarity
measure, the unnormalized importance weight π̃k for each
particle is computed as:

π̃k =


1, Rk = 0

exp

(
−1
b

rk∑
i=1

(1− 2ai,k) + r · c
)
, Rk > 0

(5)
where b is a parameter to adjust the observation sensitivity
and c accounts for the a priori knowledge. Here, b = 0.21
and c = 0.21 are used, both determined experimentally.

When no a priori knowledge is considered, the weighting
scheme defined above has a pivoting point for a classification
probability equal to 0.5; meaning that particles with large
number of hypothetical object parts and a probability only
slightly greater than 0.5 are favored over particles with small
number of parts but a high probability. Hence, the object part
detection algorithm has an inherent tendency for exploration.

V. EXPERIMENTS

The above discussed incremental object part detection
method is exemplified by the detection of chair legs. Chair
legs in reality are designed with various shapes and tilt
angles. Here, they are modeled by a vertical bounding-box
defined by its center point position s = [sx, sy, sz]T and its
extension t = [tx, ty, tz]T to cover the overall shape for the
class of chair legs. With the assumption of upright chairs, the
rotations are neglected since they are not properly captured
by the range camera. However, the effect of such rotations
are generally small and pose minor variations with respect to
the overall structure. For other parts of a chair, such as seat
and back, the rotation around the z-axis has to be considered
in the state.
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Fig. 4. Second experiment at cafeteria. (a) Samples of range image sequence at an interval of 50 steps starting at step 0 and ending at 450. (b) Detected
stick like parts in the scene with a round dining table, two chairs and a coffee table. The black bounding-boxes indicate the estimated positions and
extensions of stick like parts. Only two point clouds are depicted.

Two experiments are performed with the range camera
mounted on a robot at height of about 1.1 m facing downward
with a tilt angle of about 15◦. In the first experiment, only
one chair is in the scene while in the second experiment
the robot is observing a round dining table, two chairs
and a coffee table in the cafeteria of our lab. In both
experiments, the robot slowly approaches the objects in the
scene recording range images and odometry at about 2 Hz.
Totally 200 and 450 range images are captured in the first
and second experiment respectively. Because of occlusions
and the narrow field of view of the camera, the number
of hypothetical chair legs in the view varies considerably,
see 4(a). Hence, the algorithm should dynamically adapt to
what is present in the view.

Considering the complexity of the scenes, the number of
particles is set to 750, which is rather low because of the
intelligent initialization scheme. The outcome of the first
experiment is summarized in figure 3. Figure 3(a) shows the
observation density of the particle filter at step k = 20. The
weights are represented by the size of the depicted particles.
It can be seen that the particles at the chair legs and back
columns are bigger than the ones at the seat. Therefore, the
weighting based on the support vector classifier is successful.
On the other hand in this figure, particles with differ-
ent colors represent different number of hypothetical legs.

Therefore, a competition between red and yellow particles
corresponding to four and five legs is taking place at this step.
This is a result of the explorative behavior of the transition
matrix and necessary for discovering new parts, which may
enter the scene. The same fact is depicted more properly in
figure 3(b) versus time, where the probability of the number
of object parts present in the view is approximated by the
ratio of the number of particles sharing the same r value to
the total number of particles. At step k = 25, three legs and
two columns of the back support are successfully detected
as can be seen in figure 3(c).

In the second experiment with a more realistic scenario,
the robot is faced with the challenge of object part detection
in the cafeteria. In figure 4(b), the estimated object parts are
depicted overlaid with two original point clouds. Depicted
are the hypothetical legs with the probability larger than
0.5. The observed deviation between the estimated bounding-
boxes and the real parts are mainly because only two point
clouds are depicted. If the whole 450 point clouds are
considered together, the errors of range camera and odometry
result in a messy accumulation of points where no geometry
is detectable. As mentioned, this fact is one of the main
motivations in using an incremental estimation method. In
figure 5, upper graph, depicts the probability of the number
of object parts present in the view. As can be seen, the
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Fig. 5. Second experiment at cafeteria. In the upper figure is depicted the evolution of the part presence probability over time. The color indicates the
number of hypothetical parts encoded by a particle: red for 1, green for 2, blue for 3, magenta for 4, yellow for 5, and cyan for 6 stick like parts. Other
colors indicate higher or lower number of parts with the maximum of eight. In the lower figure is depicted the difference between the detected and the
actual number of hypothetical legs in the view.



probabilities oscillate where the scene changes considerably
– between step 80 and 140 – and the algorithm has to
deal with many appearing and disappearing parts. This is
also evident in figure 5, lower graph, where the difference
between the detected and the actual number of hypothetical
legs in the view is depicted. The actual number of parts
is determined by visual inspection of the voxel images. In
the end, all leg like parts are detected and no false positive
remains.

VI. CONCLUSION

This paper presented an algorithm for object part detection
using an extended particle filter as an estimation engine with
a support vector classifier based observation function. The
algorithm can handle multiple parts of the same class and
deal with different sources of uncertainties. The provided
experimental results show that using a limited number of
particles it is possible to successfully estimate the position
and extension of multiple chair legs – an exemplary object
part – in an incremental process.This proves the accomplish-
ment of the primary goal: accumulation of information in a
sequence of noisy and sparse observations.

However, the method needs further testing and improve-
ments for its robust application in robotics. First, the detec-
tion has to be extended to multiple classes of object structures
by training the corresponding support vector classifiers.
In addition, further investigation can be done on recently
introduced support vector classifiers [27].

Finally, more informative constraints can be utilized in the
particle filter by considering plausible object configurations.
The presented algorithm is currently being integrated into a
part based object classification system.
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Abstract

The future of robots, as our companions is dependent on their ability to understand, interpret and represent the environment
in a human compatible manner. Towards this aim, this work attempts to create a hierarchical probabilistic concept-oriented
representation of space, based on objects. Specifically, it details efforts taken towards learning and generating concepts and attempts
to classify places using the concepts gleaned. Several algorithms, from naive ones using only object category presence to more
sophisticated ones using both objects and relationships, are proposed. Both learning and inference use the information encoded
in the underlying representation - objects and relative spatial information between them. The approaches are based on learning
from exemplars, clustering and the use of Bayesian network classifiers. The approaches are generative. Further, even though they
are based on learning from exemplars, they are not ontology specific; i.e. they do not assume the use of any particular ontology.
The presented algorithms rely on a robots inherent high-level feature extraction (object recognition, structural element extraction)
capability to actually form concept models and infer them. Thus, this report presents methods that could enable a robot to to
link sensory information to increasingly abstract concepts (spatial constructs). Such a conceptualization and the representation
that results thereof would enable robots to be more cognizant of their surroundings and yet, compatible to us. Experiments on
conceptualization and place classification are reported. Thus, the theme of this work is - conceptualization and classification for
representation and spatial cognition.

Key words: Conceptualization of Space, Place Classification, Bayesian Inference, Spatial Cognition, Robot Mapping, Semantic Mapping

1. Introduction

Robot mapping is a well researched problem, however,
with many very interesting challenges yet to be solved. An
excellent and fairly comprehensive survey of robot map-
ping has been presented in [1]. Robot maps can be generally
classified into three categories - metric ([2],[3]), topological
([4], [5]) and hybrid ([6], [7]). The one similarity between
these representations is that all of them are navigation-
oriented. Thus, while these maps are certainly useful in get-
ting robots to move around, they fail to encode much of the
spatial semantics in the environment. This results in robots
having a very modest level of spatial awareness (an under-
standing of space). The focus of this work is to address
these deficiencies. Further, a robot may use such represen-
tations to perform spatial cognition to different extents.

∗ Corresponding author.

Email address: shrihari.vasudevan@ieee.org (Shrihari

Vasudevan).

While (metric) localization and topological place recogni-
tion (is this my office ?) have been well explored ([2], [5] &
[8]) in the research community, place classification (is this
an office ?) is a more general problem and warrants the
formation of a conceptual model of the place. The work re-
ported here addresses this issue in the overall context of
improving the semantic content of state-of-the-art robot
representations.

Typically, humans perceive space in terms of objects,
states and descriptions, relationships etc. This is both in-
tuitive and is also validated through user studies that were
conducted in [9]. Thus, a cognitive spatial representation,
for a mobile robot, could be expected to encode similar in-
formation. The work reported in [10] attempted to create
such a representation by encoding typical household objects
and doors within a hierarchical probabilistic framework. It
used a SIFT [11] based object recognition system and a door
detection system based on lines extracted from range scans.
It also proposed a first conceptualization of different places,
based on the objects that were observed. Spatial cognition
was demonstrated in two ways - place classification using

Preprint submitted to Elsevier 4 May 2008



the models learnt and place recognition using the proba-
bilistic relative object graph representation (a graph en-
coding objects and 3D relative spatial information between
them). The conceptualization and place-classification that
was performed were preliminary steps in the direction. This
work attempts to build on that representation by endowing
a robot with the capability to form functional concepts of
places based on the objects and inter-object relationships
that it perceives. For instance, consider a kitchen that is
composed of a storage-space, a cooking-space and a dining-
space, each of which are in turn composed of several objects
pertinent to it. This work enables a robot exploring the
kitchen to actually understand (and internally represent)
that there is an area to dine, to cook and to store things in
the place, and that the place is a kitchen because of this.

2. Related Work

Many works either inspire or are closely related to the
work presented here. In the Artificial Intelligence (AI) com-
munity, the problem of generalization has been well ad-
dressed. The work [12] provides a good overview of differ-
ent generalization strategies that exist and how they relate
to each other. The approach presented in this work can be
likened to a data driven approach which requires a set of
positive / negative exemplars (or a “teacher”) to learn from.
The problem of conceptual clustering is another closely
related and well established research area. Perhaps, the
best known example of this, is the COBWEB system [13].
This system attempted to perform unsupervised incremen-
tal probabilistic conceptual clustering. The problem, ap-
proach and the methodology of generating and using prob-
abilities is different from that presented here. Among more
recent works, the aspects dealt with in this report, bear
similarities with [14], it presented a generative probabilis-
tic model for classification and clustering of relational data.
The model is based on previous work by the authors on
Probabilistic Relational Models. The model incorporates a
large set of dependencies between the latent variables rep-
resenting the entities of the data; it used an approximate
Expectation-Maximization algorithm to learn the param-
eters of the underlying model and inference was based on
Belief Propagation. Another closely related work, to that
presented here, is reported in [15]. It provides a Bayesian
approach to learning concepts from a few positive exem-
plars. The specific example demonstrated is that of learn-
ing axis-parallel rectangles in multi-dimensional space.

Recent works in robotics that are relevant to the work
presented here include [16] and [17]. The former used an
AI based reasoning engine that specified rules for each con-
cept based on an ontology. The latter used the objects to
differentiate between similar structured rooms - this was
done by integrating the object cues within an AdaBoost
framework. The state-of-the-art in robot place classifica-
tion typically relies on object occurrence cues, used in a
logic or rule based framework, possibly with a predefined

ontology. A recent contribution that works along these lines
is detailed in [18]. The objective of the work reported here,
is to formulate a principled Bayesian approach in order to
incorporate semantic concepts in robot spatial representa-
tions and enable robots to be able to reason about their
surroundings. The scenario envisioned is that of a robot
being taught different spatial concepts by its human user.

A concept that provides for the basis of the approach
presented here is that of the Bayesian network classifiers-
in particular, the Naive Bayesian Classifier (NBC). It is
well known that NBC’s (generative classifiers) although
being unarguably simplistic models that make strong as-
sumptions, are able to successfully compete with any of the
other state-of-the-art (discriminative) classifiers [19]. The
work [20] gives a nice overview on the different kinds of
Bayesian network classifiers that exist and also elicits on
ways to learn them. The approach presented in this report
also draws on the vast amount of work done in the area of
clustering, a good survey of which is presented in [21]. Ad-
ditionally, this work attempts to be fully probabilistic and
is grounded on a Bayesian Programming methodology, as
described in [22].

The approaches presented in this paper bear a strong
resemblance to the state-of-the-art techniques applied in
the Computer Vision - Image / Object Class Recognition
community. The purely object based models that will be
presented in this paper bear a resemblance to the “bag-of-
words” approach where no explicit geometric information
is used to classify objects. Relevant examples of this tech-
nique include [23] and [24]. Both works categorize natu-
ral scenes based on a set of “code-words” (basically, image
patches that characterize local information). The idea was
to model different scene categories in terms of these code-
words. While the former uses a supervised local-labeling
scheme during training, the latter is unsupervised in that
it simply extracts local features from each image and looks
for a similarity in feature space. The approach reported
later in this work (and the proposed future extensions) in-
corporates inter-object relationships in the reasoning pro-
cess and thus, bears a strong resemblance to the “constel-
lation” or “part-based-approaches” used in object classifi-
cation. Perhaps, the most relevant examples amongst this
class of approaches are [25], [26] and [27]. Fergus et al.
[26] model an object as a number of parts. Each of these
parts is characterized by its appearance, scale etc. Further,
the shape of the object is represented as a joint Gaussian
density of the locations of the parts. All of this informa-
tion is combined in a Generative model to classify objects.
Bouchard et al. [27] propose a method to group image fea-
tures into local feature classes; these are in turn inferred as
being parts of an object; the object parts are then used in
an inference process to identify the object class. Sudderth
et al. [25] also propose a hierarchical probabilistic model to
classify objects in terms of its parts. These parts describe
the expected appearance and position, in an object centric
reference frame, of features detected by a low level interest
point detector like SIFT. Each object category has its own
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distribution over these parts.
The contribution of this work is the formulation of a

sound Bayesian methodology to enable a robot to concep-
tualize and classify its environment as it explores it. The
inference process is generative, uses information encoded in
the representation (objects and relative spatial information
between them), is not ontology specific and only relies on a
robots high-level feature extraction (object recognition and
structural element extraction) capability. Such an inference
would enable a robot to establish a consistent link from
sensory information it obtains to increasingly abstract spa-
tial concepts. The representation that is formed as a result
of the conceptualization, encodes a greater level of seman-
tic information (concepts) than before and enables a robot
to be more spatially aware of its surroundings. Also, the
representation would be totally compatible with humans
(demonstrated in [9]).

3. Approach

(a) (b)

Fig. 1. (a) General approach - A robot uses the sensory information
it perceives to identify high level features such as objects, doors etc.

These objects are grouped into abstractions along two dimensions
- spatial and semantic. Along the semantic dimension, objects are

clustered into groups so as to capture the spatial semantics. Along

the spatial dimension, places are formed as a collection of groups
of objects. Spatial abstractions are primarily perceptual formations

(occurrence of walls, doors etc.) whereas semantic or functional ab-

stractions are primarily conceptual formations (similarity of purpose
/ functionality ; spatial arrangement). The representation is a single

hierarchy composed of sensory information being mapped to increas-

ingly abstract concepts. (b) An example scenario - The figure de-
picts a typical office setting. The proposed approach would enable a

robot to recognize various objects, cluster the respective objects into
meaningful semantic entities such as a meeting-space and a work-s-
pace and even understand that the place is an office because of the
presence of a place to work and one to conduct meetings.

Figure 1 illustrates the overall approach that is being pur-
sued. In [10], a key idea was to enhance robots spatial rep-
resentation by changing the feature set from the now com-
mon lines, corners etc. to higher level features such as ob-
jects and doors. It established the link between the robots
sensors, the objects and the places. This work attempts to
build on that idea by asking the question - given a set of
objects, how can a robot be made to gain a deeper under-
standing of its surroundings ? It attempts to form groups
in accordance with the hierarchy shown. The objective is

a greater incorporation and usage of spatial semantics, the
resulting outcome is a concept oriented (thus, more seman-
tic) representation of space. In this report specifically, two
questions are addressed - (1) How can a robot build a con-
ceptual model of the functional entities that constitute a
place ? and (2) How can a robot understand that it is in a
particular type of place. The former refers to the problem
of conceptualization and the latter, the problem of place
classification.

In accordance with figure 1(a), objects are incrementally
grouped into clusters which are conceptualized as func-
tional groupings (concepts or groups in this report). These
groups provide for meaningful semantics that the robot can
glean as it explores a place. The robot can then use the
groups to infer about or classify the place. Inference is based
on the Naive Bayes Classifier (NBC). The key improvement
lies in the creation of an intermediate level of semantic un-
derstanding, which certainly increases semantic content in
the representation but may also improve understanding at
higher levels of abstraction.

Figure 2 depicts the process that occurs during the learn-
ing and cognition stages. This paper is about the modules
that have been encircled in the figures. It must be empha-
sized that perception is not the thrust of this work even if
it is addressed in the context of real experiments; rather it
is proposition of algorithms that can enable the creation of
a semantic map for a mobile robot. Note that all of the in-
formation that is used in the cognition process is directly
obtained from the representation (map) that a robot would
form when it explores its surroundings - in this way the pre-
sented work remains grounded and builds on a robot map-
ping basis. It assumes that a robot can detect objects (cur-
rently demonstrated using a SIFT based object recognition
system applied on real sensory data in [10]) and that a hu-
man user would show the robot around in a “home tour”
scenario annotating semantic entities suited to them. The
robot would use its feature extraction (object detection)
capabilities in conjunction with the semantic annotations
provided to learn models of these concepts, based on the
approach reported here.

3.1. Overview of attempted approaches

Figure 3 gives a quick overview of this report, depicting
the various approaches that have been attempted in order
to conceptualize and cognize space. The first preliminary
steps (M1 in figure 3) towards object based conceptual-
ization were made in the work [10]. The classification was
based on a very simplistic Naive Bayesian Classifier (NBC)
[28] that did not learn from negative exemplars. The like-
lihood formulation in the conceptualization was not useful
for handling multiple occurrences of objects. It also did not
use any explicit relationship between the number of occur-
rences of an object and the concept. Classification was done
only on the basis of the evidence that was present and did
not consider that which was absent, the latter is very signif-
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Fig. 3. An overview of different approaches to conceptualization and place classification. The first three approaches use objects only whereas
the last one incorporates relationships as well. This report briefly describes M1 and M2; it highlights their issues. Further, it provides

an elaborate evaluation of M3 and M4 to estimate their prediction accuracies; it also compares them to understand the precise effect of

incorporating relationships.

icant information. Further, [10] represented spatial seman-
tics through only the presence of objects. In order to get
around these problems, the work [29] modeled the impor-
tance of different objects towards the formation of different
concepts (M2 in figure 3). While this work could overcome
the previously mentioned problems, it had the drawback
of having a low classification rate, even if the correctness
of the classified cases was quite high. Also, conceptually,
the importance model basically gave each occurrence of ev-
ery object the same contribution towards a particular con-
cept. This probably explained the low classification rate as
for the same evidence, multiple concepts could be inferred
and no clear outcome was observed. In order to get over
this problem and propose a more explicit model for infer-
ring concepts, [30] was performed. In this work, the learnt
knowledge explicitly modeled the contribution of a certain
number of occurrences of each object towards a particu-
lar concept (M3 in figure 3). This work produced very en-
couraging results in terms of both the classification rate
as well as the correctness of the classified cases. In an at-
tempt to build on the representation proposed in [10] and
the promising results obtained in [30], the method M4 (fig-
ure 3) was proposed in order to incorporate characteristic
relationships in the process of identifying concepts. The fol-
lowing sections provide detailed descriptions, experimental
evaluations and comparison of the approaches denoted M3
and M4.

3.2. On the clustering methodology

3.2.1. Approach
The conceptualization process to actually infer the con-

cepts works on clusters of objects. Different clustering ap-
proaches inspired by [21] were attempted. Most were based

on nearest neighbor approach as distance between objects
is a reasonable clustering metric. The objective, however,
was to also make use of the semantic information captured
in the concept models learnt by the robot. Thus, a near-
est neighbor approach in conjunction with a Maximum-a-
posteriori (MAP) estimate of the best case concept for the
incoming (perceived) object, was the basis of the clustering
method that has finally been used in this work. The former
used the distance to the center of the cluster as the metric
whereas the latter was the concept that had the maximum
posterior belief given the occurrence of the single object. It
is computed by learning, from the training data, the like-
lihood of observing the object, given the occurrence of the
concept. This is the information encoded in the learning
process of the algorithm M2 presented in [29] - thus, the
clustering process can be understood as the application of
M2 for each object. The behavior of the algorithm can be
briefly summarized in three steps in the same order of prece-
dence - (1) choose the nearest cluster that has the same
concept as the best case concept suggested for the incom-
ing object, (2) choose the nearest cluster that is conceptu-
ally dissimilar but “acceptably likely” with respect to the
best case concept and (3) create a new cluster with the in-
coming object of type suggested by the best case concept.
In the absence of any concept models (i.e. no prior train-
ing), the clustering process would boil down to a nearest
neighbor approach.

3.2.2. Experiments & Discussion
Table 1 summarizes the evaluation of the clustering pro-

cess. Correct cases correspond to objects which belonged
to the respective clusters, in comparison with the training
data. A significant number of clusters were either fused or
broken with others. In most cases, this resulted in for in-
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(a)

(b)

Fig. 2. (a) Information flow in the training / learning process: The
robot is assumed to have a high-level feature (objects, doors etc.)

extraction capability. As it explores it surroundings, it creates a map

of the environment. During a “home-tour” like scenario, the robot
would be shown different instances of various concepts - both spa-

tial and semantic. The robot with its feature extraction capability,

together with the algorithms presented in this report will learn con-
cept models for the exemplars it has been taught. (b) Information

flow in the testing / cognition process: As before, an exploring robot

with high level feature extraction capability will attempt to create
an object based representation of space. The objects and relation-
ships that are mapped are also interpreted as instances of various

semantic concepts (groups) and places. These higher level concepts
and places form the higher levels of the representation that would

realize the vision depicted in figure 1

Table 1

Evaluation of the clustering algorithm (with concept models)

Outcome Cases Percentage (%)

Singleton 11 1.1100

Fused or Broken 296 29.8688

Correct 684 69.0212

stance, the fusion of two adjacent work-spaces or the inclu-
sion of one or more objects of one cluster in another one.
Cases did occur, where objects characteristic of one concept
were clustered with those of another. A clear conceptual-
ization could be unlikely in these cases. A few objects were
separated from the rest and formed clusters by themselves
- these were regarded as being inaccurate with respect to
the training input (where only large objects such as cup-
boards were treated as singleton clusters). The number of
such cases however, was quite low.

The advantage of a semantic clustering process over a

Input: Concept models for each concept (prior; likelihood of
observing different objects given concept occurrence) and the

current clusters and/or objects being perceived.

For each new object observed -

If there exists at least one cluster

(i) Get all nearest neighbor clusters (metric = distance to

center of cluster) within a predefined range. Arrange

this in ascending order of distance (decreasing order of
nearness). Also have their concepts in a separate list.

(ii) Get the best case concept - the concept whose occur-

rence is most indicated by the occurrence of the object.
It is a maximum a posteriori (MAP) estimate of the

concept.
(iii) Cases - do the first applicable case

(a) If there is no best case concept (case 0)

(i) If there is at least one nearest neighbor -

choose the nearest neighbor.
(ii) Else add object to a new cluster

(b) Choose the nearest cluster from list that has the
same concept as the best case concept suggested

for the incoming object. (case 1).
(c) Choose the nearest cluster from list, that is con-

ceptually dissimilar but “acceptably likely” (de-

fined by a threshold that is experimentally found)

with respect to the best case concept (case 2).
(d) Create a new cluster with the incoming object of

type suggested by the best case concept. (case 3)

Else create first cluster.

Fig. 4. Informal description of the clustering process. The algorithm

assumes the presence of an object recognition system and a set of
concept models for the known concepts. The general behavior of

the algorithm can be summarized in terms of steps b, c and d. In

the absence of any prior training, the algorithm would function as a
nearest neighbor clustering algorithm.

Table 2
Evaluation of a nearest neighbor clustering algorithm (no concept

model)

Outcome Cases Percentage (%)

Singleton 5 0.5045

Fused or Broken 425 42.8860

Correct 561 56.6095

simple nearest neighbor like process is shown in figures 14,
15 and tables 1, 2 respectively. In the former, a human user’s
perception of different clusters is sought - thus, a cupboard
would be a separate entity with respect to for instance a
cooking-range. The nearest neighbor algorithm does not
consider any object level semantics and simply uses the dis-
tance to the center of the cluster as a metric - thus even
though clusters are formed, they may not be “semantically
meaningful”. Note that bad clusters will result in either an
inability to conceptualize or a completely incorrect concep-
tualization. In the tables above, clearly, using the nearest
neighbor algorithm alone would result in an ≈12% increase
in objects that have been fused or broken with other clus-
ters (with a corresponding decrease in correct outcomes)
with respect to the training data. Although not explicitly
depicted in the tables, the conceptualization and place clas-
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sification accuracies dramatically drop to around the≈50%
range, in the case where the nearest neighbor algorithm is
used alone.

3.3. Method 3 (M3): The Object Count model

3.3.1. Approach

P ( c , X0 , X1 , . . . , Xn ) = P ( c ) ∗
n∏

i=0

P (Xi | c) (1)

Equation 1 shows the joint probability distribution
(JPD) of the model. Given a set of objects (oi), the equa-
tion computes the belief in a concept given number of
occurrences (mi) respectively, of each of the objects. Every
Xi in the equation denotes an oi = mi for the correspond-
ing object; c denotes the concept that is to be inferred. The
inference is principled on the Bayes rule that interprets
this in terms of the prior belief in the concept and the
likelihoods of observing the specific number of occurrences
of the respective objects, given the concept. Given that a
NBC is the underlying formalism, the object occurrences
are assumed to be independent of each other, given the
concept. The same method is also used to infer about the
place given the occurrence of one or more concepts.

The concept model that is used for the inference, encodes
the likelihood of the occurrence of a specific number (over
a range) of a certain object towards the formation of a
particular concept. It is worth noting that encoding and
using the number of occurrences of various objects rather
than just their individual occurrences is a more informative
method of distinguishing between concepts. For instance,
chairs and tables are common to both a work-space and a
dining-space, however, the number of occurrences of each
of them is one distinguishing factor. For a set of concepts
ci, a set of objects oi and a range of possible number of
occurrences mi, the training process uses a collection of
positive and negative concept exemplars to compute the
likelihoods as shown in equation 2.

P (oi = mi | ci) =
Noi = mi

+ δ

Nexemplars + (2 ∗ δ)
(2)

where the numerator encodes the number of occurrences
of the particular case oi = mi, for every object over a range
of occurrences, and the denominator encodes the number of
positive or negative exemplars of the concept. The terms δ
and 2∗δ ensure that an event that has not been encountered
during prior training, is only something that the robot has
no prior information about (belief = 0.50) and not some-
thing that may never occur. The value of δ decides the re-
liance on the training data. In the experiments reported
in this work, δ takes a very low value of 0.001 so as to re-
flect the training data accurately. The likelihoods were also
limited to taking values between upper and lower bounds
in order to avoid ‘un-interesting’ inferences that could be
produced in the limiting cases.

The concept model in its present form would generalize
on exactly the set of exemplars presented to it, assuming
that the exemplars were themselves void of any uncertainty.
This aspect is very significant as, for instance, if in train-
ing, four chairs were always observed in a dining-space, the
occurrence of three chairs (a very plausible scenario) would
probably render the algorithm being unable to comprehend
the group. In such a scenario, the algorithm should infer the
possible existence of a dining-space, albeit with a greater
uncertainty (lower belief). Thus, the algorithm should be
able to generalize in a manner such that it is able to handle
at least conceptually “adjacent” cases to what it has ob-
served before. Also, given that a user is expected to teach
the robot in an on-line learning scenario (and not use some
predefined data-base of models), it would only be appro-
priate to consider the training input as being uncertain.
To this effect, a Gaussian uncertainty was incorporated in
the training input - so that every training input affects not
only P (oi = mi|c) but also its neighbors. The choice of the
Gaussian noise to be used would depend on the local cir-
cumstances and the aspects that need to be modeled. In
the experiments presented here, N(0.0, 0.4472) was used in
order to consider only the number of occurrences oi = mi,
oi = mi − 1 and oi = mi + 1 respectively (i.e. only the
immediate neighbors).

A Bayesian program is a systematic formulation for the
creation and usage of Bayesian models such as the one used
in this work. Elaborate details on the concept, its structure
and its semantics are available in [22]. The Bayesian pro-
gram used to do the learning and inference process is sum-
marized as shown in figure 5. The complete probabilistic
model for the system, including the parameters, likelihoods
and the question to be answered, are depicted in it.

3.3.2. Experiments & Discussion
Experiments were conducted on a dataset (more details

of which are given in the appendix) that included physi-
cally measured object and coordinate information from 11
offices and 8 kitchens. The office data was represented in
terms of three concepts (apart from some free-standing ob-
jects). These were work-space, storage-space and meeting-
space. The kitchen data was described in terms of ten
concepts, namely cooking-space, garbage-space, dining-
space, bottle-group, glass-group, box-group, mug-group,
bag-group, poster-group and book-group. Concepts used
in this work represent the manner in which the places
were understood by the authors; they are similar to those
observed in [9]. The approach however is not ontology-
specific. Developing a standardized ontology that could
perhaps enable high-level communication between robots
is beyond the scope of this work.

Two instances each, of office and kitchen data were used
only for testing and the others for both training and test-
ing. Training was performed to learn the unknown param-
eters shown in figure 5, for each concept. Each concept was
trained with its set of positive exemplars and against all
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

Variables

c , X0 , X1 , ... Xn where Xi ≡ oi = mi

i.e. Xi ≡ mi occurrences of object oi ; c ≡ the concept.

Decomposition{
P ( c , X0 , . . . , Xn) = P ( c ) ∗

n∏
i=0

P (Xi | c)

Parametric Forms

P (c) →


P ([c = 0]) = (

nf + δ

nf + nt + 2δ
)

P ([c = 1]) = (
nt + δ

nf + nt + 2δ
)

P (Xi | c) →



P ([Xi = 0]|[c = 0]) = 1−
nfi + δ

nf + 2δ

P ([Xi = 0]|[c = 1]) = 1−
nti + δ

nt + 2δ

P ([Xi = 1]|[c = 0]) =
nfi + δ

nf + 2δ

P ([Xi = 1]|[c = 1]) =
nti + δ

nt + 2δ

Identification → Parameters learnt during training process

Question → P (c|X0, X1, ..., Xn)

Fig. 5. The Bayesian program that summarizes the learning and in-

ference processes. ‘0’ denotes a ‘false’ and ‘1’ denotes a ‘true’. δ =

0.001 to accurately reflect on the training data, it ensures that a
previously unseen event is an unknown event (belief = 0.5) and not

one that never occurs. nfi and nti are the number of occurrences of

the case oi = mi in negative and positive exemplars respectively.
nf and nt are the number of negative and positive exemplars respec-

tively. The same process can be applied to infer about places given

the concepts observed.

other exemplars as negative ones. Testing and evaluation
involved the comparison of each of the 991 objects (total
number in 19 places) with the corresponding objects in
the training input. Conceptualization resulted in four out-
comes. An object may have been conceptualized correctly,
i.e. it belongs to the correct conceptual group with respect
to the training data; it may belong to a group that has
not been classified (due to insufficient evidence or multi-
ple competing hypotheses inhibiting a clear inference); it
could be a free-standing object in training, that has been
assigned a label; finally, the object may belong to a group
that has been incorrectly classified. Figures 13 and 14 re-
spectively depict the outcome of clustering, conceptualiza-
tion and place classification of an office and a kitchen.

Detailed description of this model, the experimental re-

sults and the effect of incorporation of the Gaussian un-
certainty in the model are provided in [30]. The result of
the tests conducted with the Gaussian uncertainty incor-
porated is given in table 3 as a benchmark for comparison
with subsequent approaches presented in this report. The
results were very encouraging. Even in the context of place
classification, it produced perfect results, identifying all 11
offices and 8 kitchens correctly.

Table 3

Evaluation of the conceptualization algorithm using model M3 (ob-
ject count)

Outcome Cases % (of classified) % (of total)

Incorrect 175 18.5381 17.6589

Not classified 47 -. 4.7427

Free Object 9 0.9534 0.9082

Correct 760 80.5085 76.6902

The following conclusions were drawn on method M3
over the previous approaches (M1 and M2)

(i) Superior results were obtained for both conceptual-
ization as well as place classification, when compared
with previous approaches - M1 and M2.

(ii) The method addressed all conceptual deficiencies
highlighted in the previous approaches.

(iii) Object count was proved to be a better classification
feature than object significance/importance.

(iv) The Gaussian uncertainty incorporated in the train-
ing input helps the approach achieve superior gener-
alization capability in that it can better handle con-
ceptually adjacent cases.

In an attempt to build on these results and use more
spatial semantics towards conceptualization and classifica-
tion, model M4 was proposed. It was primarily meant to
extend M3 by incorporating spatial relationships into the
framework. Detailed information on this approach follows.

3.4. Method 4 (M4): The Object Count + Relationship
model

3.4.1. Approach

P ( c , X1...n1 , R1...n2) = P ( c ) ∗
n1∏
i=1

P (Xi | c)

∗
n2∏

j=1

P (Rj | c) (3)

Equation 3 shows the joint probability distribution
(JPD) of the model used in this work. Given a set of ob-
jects (oi), the equation computes the belief in a concept
given number of occurrences (mi) of each of the objects
and the relationships Rj , observed between the object in-
stances. Every Xi in the equation denotes an oi = mi for
the corresponding object; c denotes the concept that is to
be inferred and a Rj denotes a relationship between two
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objects. In the current model, only the distances between
objects in 3D space are used towards inferring concepts.
These spatial relationships are in-line with the underlying
choice of representation and are available to the robot as
it constructs the map of the space in accordance with [10].
Given that a NBC is the underlying model, the numbers
of object occurrences and the individual relationships are
assumed to be independent of each other, given the con-
cept. The inference is principled on the Bayes rule that
interprets it in terms of the prior belief in the concept, the
likelihoods of observing the specific number of occurrences
of the various objects given the concept and the likelihood
of observing the specific relationships, again, given the
concept. The same method is also used to infer about the
place given the occurrence of one or more concepts.

The concept model for objects is exactly the same as that
presented earlier in approach M3 (incorporating the Gaus-
sian uncertainty in training). The concept model for rela-
tionships is learnt as a Gaussian mixture model (GMM)
from the relationship values. While object occurrence mod-
els are based on discrete variables, the relationship models
are formed from continuous random variables. The relation-
ship models are learnt by taking all previous occurrences
of the relationship and using the Expectation Maximiza-
tion (EM) algorithm [31] to learn the GMM parameters for
that relationship. Of the many relationships that actually
exist, those that are to be modeled are selected using the
number of occurrences as a measure of their significance.
The reasoning behind the use of the GMM to model spa-
tial relationships between objects is that - the method at-
tempts to capture characteristic relationships that are typ-
ically maintained between objects (for instance a book is
always placed above a table). Each of these relationships
may possibly occur in a few frequently occurring values.
The objective of this modeling is to identify which spatial
relationships are distinctive enough and which values of
these relationships occur most often.

It must be noted that the relationship data that are used
for the learning step include its value and its covariance
matrix ( in accordance with the belief representation in [10]
). The EM algorithm is adapted to include the uncertainty
in the input data as done in [32]. It uses a KL-divergence
approach to deriving the update equations, the same may
also be derived using the maximizing the log-likelihood ap-
proach as both processes are equivalent. The final update
equations (similar to the standard ones) are given by equa-
tions 4 through 7 using the convention followed by [31]. N
data items (xn) are assumed to be modeled using K Gaus-
sian mixture components of the model, defined by model
parameters πk (prior), µk (mean) and Σk (covariance ma-
trix). γ(znk) denotes the responsibilities of the kth mixture
component explaining the nth data item. Finally, Cn de-
notes the uncertainty of each of the data items to be clus-
tered. The parameters of the GMM are obtained through
an iterative expectation-maximization process that ends
when the model parameters converge.

γ(znk) =
πk . p(xn|znk = 1; θ)∑K
j=1 πj . p(xn|znj = 1; θ)

(4)

where

p(xn|znk = 1; θ) = 2π−d/2 .Σ−1
k .

exp{−0.5 ∗ (xn − µk)T .Σ−1
k .(xn − µk)

−0.5 ∗ Tr(Σ−1
k .Cn)}

µk
new =

∑N
n=1 γ(znk) xn∑N

n=1 γ(znk)
(5)

Σk
new =

∑N

n=1
γ(znk) [(xn − µk

new)′.(xn − µk
new) + Cn]∑N

n=1
γ(znk)

(6)

πk
new =

∑N
n=1 γ(znk)

N
(7)

Visual inspection of some of the relationship data sug-
gested that relationships that had little diversity (typically
also the infrequent ones) could be modeled using a single
Gaussian mixture whereas some of the more frequently oc-
curring ones having diverse values, with two or more Gaus-
sian mixture components. The exact number of Gaussian
mixture components required to model the relationship is
dependent on the dataset. Thus, the Bayesian information
criterion (BIC) [33] was used to decide the number of mix-
ture components used to model a particular relationship.

A relationship is selected for modeling based on its sig-
nificance (directly decided by the number of occurrences of
it). Thereafter it is subject to an EM based GMM mod-
eling procedure. Finally, the relationship is also subjected
to a post-modeling test which decides if it is actually used
or not. In order to ensure that the modeling is appropri-
ate, a parametric bootstrap approach was adopted to check
the modeling. Samples were generated using the GMM pa-
rameters obtained from the EM procedure. These samples
together with the original data are together again subject
to the EM based GMM modeling and the resulting GMM
is compared with that obtained previously. A students t-
test is performed to compare the two GMM’s. Only if the
parameters are equal at a certain level of significance, is
the modeling taken to be appropriate and the relationship
model used thereafter for inference. The null hypothesis in
this case was that the GMM models were identical. In this
report, a 1% level of significance is used in a two tailed test-
ing of the GMM models. Cases where the null hypothesis is
rejected at the given level of significance result in the cor-
reponding relationship being discarded from the set of re-
lationship models that are used thereafter for the inference
process.

The Bayesian Program describing the complete learning
and inference processes using the presented model is shown
in figure 6.

3.4.2. Overview of Experiments
A first set of experiments were conducted in exactly the

same manner as described in section 3.3.2. The objective
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Variables

c , X1...n1 , R1...n2 where Xi ≡ oi = mi

i.e. Xi ≡ mi occurrences of object oi ; c ≡ the concept.

and Ri is a relationship occurring between two objects

Decomposition
P ( c , X1...n1 , R1...n2) = P ( c ) ∗

n1∏
i=1

P (Xi | c)

∗
n2∏

j=1

P (Rj | c)

Parametric Forms

P (c) →


P ([c = 0]) = (

nf + δ

nf + nt + 2δ
)

P ([c = 1]) = (
nt + δ

nf + nt + 2δ
)

P (Xi | c) →



P ([Xi = 0]|[c = 0]) = 1−
nfi + δ

nf + 2δ

P ([Xi = 0]|[c = 1]) = 1−
nti + δ

nt + 2δ

P ([Xi = 1]|[c = 0]) =
nfi + δ

nf + 2δ

P ([Xi = 1]|[c = 1]) =
nti + δ

nt + 2δ

P (Rj | c) →



P (Rj |c = 0) = Uniform(Rj)

is a uniform distribution

P (Rj |c = 1) = GMM(Rj)

GMM(x) = N(x; πj , µj , Σj)

is the learnt Gaussian mixture model

Identification → Parameters learnt during training process

Question → P (c|X1...n1, R1...n2)

Fig. 6. The Bayesian program that summarizes the learning and in-

ference processes. ‘0’ denotes a ‘false’ and ‘1’ denotes a ‘true’. δ =
0.001 to accurately reflect on the training data, it ensures that a
previously unseen event is an unknown event (belief = 0.5) and not
one that never occurs. nfi and nti are the number of occurrences of

the case oi = mi in negative and positive exemplars respectively.
nf and nt are the number of negative and positive exemplars respec-

tively. The same process can be applied to infer about places given
the concepts observed. π, µ and Σ are respectively the prior, mean
and covariance of the GMM representation of the jth relationship
Rj .

was to compare the two models through similar tests in or-
der to understand the effect of incorporating relationships
in the framework. Thus, the clustering model is kept iden-
tical to that used before. The evaluation of the clustering
was presented in table 1 and that of the conceptualization
algorithm follows. Figures 13 and 14 respectively depict the
conceptualization and place classification outcomes for an
office and a kitchen respectively.

3.4.3. Evaluating the conceptualization algorithm
The experiments attempt to understand two aspects of

the approach - (1) the effect of incorporating spatial rela-
tionships (specifically, the distance) on the conceptualiza-
tion outcome (2) the effect of varying the minimum required
number of samples (hereafter denoted as NOCC) for a rela-
tionship to be considered significant enough to be included
in the model. As a benchmark, table 3 depicts the outcome
of the conceptualization when only the objects are used -
the object count model (with Gaussian improvement) de-
tailed in [30].

The approach was evaluated for different cases of NOCC.
The results are tabulated in the tables 4 through 7. Place
classification (of the 19 places) was also compared between
these models and these results are quantified in table 8.

Table 4
Evaluation of the conceptualization algorithm

(model A : NOCC = 5)

Outcome Cases % (of classified) % (of total)

Incorrect 118 16.2311 11.9072

Not classified 264 - 26.6398

Free Object 9 1.2380 0.9082

Correct 600 82.5309 60.5449

Table 5

Evaluation of the conceptualization algorithm
(model B : NOCC = 10)

Outcome Cases % (of classified) % (of total)

Incorrect 122 15.1365 12.3108

Not classified 185 - 18.6680

Free Object 9 1.1166 0.9082

Correct 675 83.7469 68.1130

Table 6
Evaluation of the conceptualization algorithm

(model C : NOCC = 20)

Outcome Cases % (of classified) % (of total)

Incorrect 126 14.4495 12.7144

Not classified 119 - 12.0081

Free Object 9 1.0321 0.9082

Correct 737 84.5183 74.3693

The addition of relationships adds extra metrics for con-
ceptualization/classification to the system. This has the ef-
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Table 7
Evaluation of the conceptualization algorithm

(model D : NOCC = 30)

Outcome Cases % (of classified) % (of total)

Incorrect 139 15.4102 14.0262

Not classified 89 - 8.9808

Free Object 9 0.9978 0.9082

Correct 754 83.5920 76.0848

Table 8
Evaluation of the place classification algorithm

Model Correct cases (of 19) % accuracy

A 19 100.00

B 19 100.00

C 19 100.00

D 19 100.00

fect of reducing the number of false positives and increas-
ing the number of true-positives (column 3 of the tables)
when compared with table 3. This is a good outcome and
occurs because the extra information (relationships) helps
to better discern “uncertain” clusters of objects. The num-
ber of unclassified cases increases (column 4 of the tables).
This can be explained as: uncertain cases which might have
qualified with the object models alone, may fail with the
relationship models now included. However, the total num-
ber of incorrect cases is also significantly lower than in ta-
ble 3. Inability to conceptualize is a better outcome than
incorrect conceptualization.

The higher the value of NOCC, the fewer the number of
relationships that are included in the relationship model.
But the ones that are included, are frequently observed,
probably worth modeling and probably better modeled
(more data). These could be distinctive “features” that
would be useful for conceptualization and place classifica-
tion. However, the side effect of this (only for the dataset
used here) would be that some concepts such as meeting-
space and dining-space would have little distinction (in
terms of relationships) as they are quite infrequently ob-
served (few relationships) in comparison to a concept such
as work-space. Clearly from tables 4, 5, 6 and 8, higher
values of NOCC produce superior results both in terms of
false-positives / true-positives (column 3) and the classi-
fication rates (column 4). In terms of classification rate,
the higher the value of NOCC, the closer the system be-
haves to the work presented in [30] (table 3). Lower val-
ues of NOCC (NOCC = 5) were specifically attempted to
observe the behavior of the system by including as many
relationships as possible. From table 7, we see a slight de-
crease in performance. The reason is that fewer relation-
ships are now included in the concept model. As NOCC in-
creases beyond this point, the performance will gradually
tend to that when no relationships are used at all - this is
the benchmark table 3.

The following conclusions could be drawn at this point -
– Incorporation of relationships had two major outcomes

- one major and one minor.
· Major effect - Incorporation of the distance relation-

ship reduces the number of incorrect outcomes by be-
ing unable to classify them. Since a no-classification is
better than a wrong-classification, this is a definite im-
provement.

· Minor effect - Incorporation of the distance relationship
reduces the number of incorrect outcomes by correctly
classifying them. One example is shown in 14.

– Using fewer relationships (higher NOCC above) resulted
in using the most distinctive and characteristic ones
which up-to a certain point improves the performance.
Beyond a certain threshold, performance would drop
and in the limiting case (no relationships qualified for
use) the model would simplify to an M3 one and the
performance would also be that of M3.

4. Further Experiments

4.1. Overview

Further experiments have been conducted with three
aims - (1) to validate the conclusion arrived at earlier, on the
effect of incorporating relationships in the inference process
(2) to obtain a reasonable estimate of the generalization
capability of the algorithms presented earlier (object count
only, object count + distance) and (3) to demonstrate the
applicability of the algorithm in a real robot setting.

A lot of prior literature exists on appropriate meth-
ods to estimate generalization capabilities of learn-
ing/classification algorithms. One particularly influential
work is [34]. The authors recommend 10-fold stratified
cross validation (KFSCV, with K = 10) as the best method-
ology towards estimating the generalization accuracy of
a classifier. Leave-one-out cross validation (LOOCV) has
been widely understood to be a low bias - high variance
method. In this report, we take this lead and do an 8 fold
approximately stratified cross validation (8 fold in order
to keep the folds as stratified as possible given the highly
unbalanced dataset used in this work). Further, as the
folds constitute only one specific combination of kitchens
and offices, a leave-k-out cross validation (LKOCV) test
was further performed (with K=2; 1 office and 1 kitchen).
LKOCV is computationally very expensive and normally
the computational process may well “explode” at or beyond
K=3. However, in order to be able to comprehensively test
for every combination theoretically possible in the dataset
(for the chosen value of k), this test was performed. The
results have been provided below.

Experiments were conducted on the aforementioned
dataset that included physically measured object and co-
ordinate information from 11 offices and 8 kitchens. A
detailed description of the dataset that was used for these
tests is provided in the appendix. In LKOCV, 2 places
(1 office and 1 kitchen) of the total of 19 were used as
test cases in each cycle of testing with the remaining 17
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places being used for training. Thus, in LKOCV, a total
of C11

1 ∗ C8
1 = 88 training-testing cycles were performed

and the results were averaged over all cycles to produce the
results shown below. In KFSCV, 8 folds were created with
each having one kitchen instance and one or more office in-
stances, in a manner so as to maximize stratification across
folds. Each fold was then taken as a test case and the accu-
racy was measured by a classifier trained on the remaining
folds. Testing and evaluation, for the the different kinds of
clustering and conceptualization outcomes, was performed
as mentioned earlier in section 3.3.2. Two kinds of results
are looked at - the general range of outcomes (Range) and
the expected value of accuracy (Expected value).

4.2. K(=8) fold stratified cross validation (KFSCV)

Table 9
KFSCV results - clustering

Range (%) Expected value (%)

Outcome Mean Std. Dev. -

Singleton / Incorrect 1.2147 1.3671 1.2109

Fused / Broken 31.7588 9.9388 33.1988

Correct 67.0265 10.2366 65.5903

Table 9 depicts the evaluation of the clustering outcome.
Both from the points-of-view of the mean of the range of
outcomes and the expected value, ≈66-67% of the objects
were correctly clustered with respectively ≈33-32% of the
objects being fused with other clusters / broken from their
respective clusters in the ground truth data set. If an object
is fused with a cluster of a similar concept as the case in the
ground truth - the conceptualization outcome would not be
affected much. Objects of one concept type when clustered
with those of another - can cause a no-classification or even
an incorrect classification.
Table 10
KFSCV M3 accuracy - Expected Outcome

Outcome Cases % of Classified % of Overall

Incorrect 327 33.7810 32.9970

Not classified 23 - 2.3209

Free Object 6 0.6198 0.6054

Correct 635 65.5992 64.0767

Table 11
KFSCV M4 accuracy - Expected Outcome

Outcome Cases % of Classified % of Overall

Incorrect 248 27.7405 25.0252

Not classified 97 - 9.7881

Free Object 9 1.0067 0.9082

Correct 637 71.2528 64.2785

Tables 10 and 11 depict the evaluation of the conceptual-
ization outcomes for the methods M3 and M4, with respect

to the expected accuracies. Place classification accuracy =
100 % in every cycle of testing for both M3 and M4. Clearly
there is a slight increase (albeit very small) in number of
correct outcomes for a significant decrease in the number of
incorrect outcomes, with a corresponding increase in num-
bre of unclassified cases. Inability to classify is a better out-
come than incorrect classification. Thus, the major effect of
the incorporation of relationships to the model is the con-
version of a lot of incorrectly classified cases to unclassified
ones - in this sense, the distance acts as a binding or con-
straining element to an otherwise scattered group of fea-
tures / nodes in a graph. There is a minor/ marginal effect
of conversion of incorrect cases to correct ones.

Fig. 7. KFSCV M3 Range of accuracies - Plot of accuracies obtained
for various test sets considered (1 for each fold). Note that the general

behavior observed is that larger the test set used, the smaller the

training set that the algorithm gets to learn from and hence, smaller
the accuracy. The plot indicates that up-to about 10-12% of the

dataset used for testing could yield above-average results. The mean
over all accuracies obtained for all tests is about 69%

Fig. 8. KFSCV M4 Range of accuracies - Plot of accuracies obtained
for various test sets considered (1 for each fold). Note that the general
behavior observed is that larger the test set used, the smaller the

training set that the algorithm gets to learn from and hence smaller
the accuracy. The mean over all accuracies obtained for all tests is
about 67%, which is very much comparable to that obtained in 7.
Note that relationships are also used for this test. The corresponding
tables indicate a significant drop in incorrect outcomes.
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Table 12
KFSCV M3 accuracy - Range

% of Classified % of Overall

Outcome Mean Std. Dev. Mean Std. Dev.

Incorrect 28.5501 15.9473 27.8348 15.6233

Not classified 0.0 0.0 2.2619 1.9689

Free Object 0.7800 2.0144 0.7548 1.9471

Correct 70.6699 15.4331 69.1484 15.7431

Table 13
KFSCV M4 accuracy - Range

% of Classified % of Overall

Outcome Mean Std. Dev. Mean Std. Dev.

Incorrect 23.5079 14.5333 21.2114 13.1550

Not classified 0.0 0.0 10.8048 7.3639

Free Object 1.0639 2.2281 0.9491 1.9386

Correct 75.4282 14.1211 67.0347 12.0943

Tables 12, 13 and figures 7, 8, depict the evaluation of
the conceptualization outcomes for the methods M3 and
M4, with respect to the range of outcomes obtained. Place
classification accuracy = 100% in every cycle. Here too,
the results show that on an average, the range of results
obtained using M4 were superior to that obtained from M3.
The following additional points were noted:
– The standard deviation / variance of the readings is en-

tirely dependent on the case. Some places or place combi-
nations may be accidentally hard and some others easy.
The absence or presence of these places compounded with
the problem of using an unbalanced datasets can give
rise to a larger than a desired standard deviation. This
should not be considered as being too indicative of the
quality of the algorithm itself, rather, it may be used to
understand that the dataset is clearly unbalanced. Tests
have confirmed that not using places 13 and 19 alone
(for testing; i.e. the classifier is always trained on them)
reduces the standard deviation by 3-4 %.

– Purely from the mean values of the outcome obtained,
it is clear that for a similar (or slightly lesser) number
of correct outcomes, there is a significant drop in incor-
rect outcomes with a corresponding increase in average
numbers of unclassified cases obtained. This is exactly
the same interpretation as obtained before.

– The graphs further show another expected trend - smaller
training sets (larger test sets) result in lower estimates of
generalization accuracy. Up to about 10% of the dataset,
when used for testing, can yield good results.

4.3. Leave-k-out cross validation (LKOCV)

KFSCV splits the dataset into K folds and estimates
K classification accuracies, one corresponding to each
fold.Further, in stratified KFSCV, an attempt was made
to keep an approximately similar number of concept in-
stances in each fold - this amounted to having 1 kitchen

and 1 (or more, as required and based on size) office. In
an attempt to estimate the generalization accuracy over
the set of all theoretically possible cases, an elaborate and
computationally expensive LKOCV test was performed.
The results obtained are summarized below.
Table 14

LKOCV results - clustering

Range (%) Expected value (%)

Outcome Mean Std. Dev. -

Singleton / Incorrect 1.0023 1.1735 1.0184

Fused / Broken 34.2462 9.2719 34.7085

Correct 64.7516 9.1477 64.2731

Table 14 depicts the evaluation of the clustering outcome.
Both from the points-of-view of the mean of the range of
outcomes and the expected value, ≈64-65% of the objects
were correctly clustered with respectively ≈35-34% of the
objects being fused with other clusters / broken from their
respective clusters in the ground truth data set.

Table 15
LKOCV M3 accuracy - Expected Outcome (across 88 tests)

Outcome Cases % of Classified % of Overall

Incorrect 3487 37.1788 36.2361

Not classified 244 - 2.5356

Free Object 57 0.6077 0.5923

Correct 5835 62.2135 60.6360

Table 16

LKOCV M4 accuracy - Expected Outcome (across 88 tests)

Outcome Cases % of Classified % of Overall

Incorrect 2588 30.0441 26.8939

Not classified 1009 - 10.4853

Free Object 72 0.8358 0.7482

Correct 5954 69.1200 61.8726

Tables 15 and 16 depict the evaluation of the conceptual-
ization outcomes for the methods M3 and M4, with respect
to the expected accuracies. Place classification accuracy =
100 % in every cycle of testing for both M3 and M4. These
results provide the clearest indication yet of the improve-
ment obtained due to incorporating relationships. A 1.2%
increase in correct outcomes is obtained for a simultane-
ous drop in incorrect outcomes by nearly 10%. The drop of
course is primarily compensated for with an increase in un-
classified cases. These results clearly show the major and
minor effects of adding relationships that were mentioned
before.

Tables 17 and 18 depict the evaluation of the conceptu-
alization outcomes for the methods M3 and M4, with re-
spect to the range of outcomes obtained. Place classifica-
tion accuracy = 100% in every cycle of testing, for both
M3 and M4. Here too, the results show that on an average,
the range of results obtained using M4 was superior to that
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Table 17
LKOCV M3 accuracy - Range

Classified cases Overall cases

Outcome Mean Std. Dev. Mean Std. Dev.

Incorrect 32.3037 17.3204 31.5406 17.1243

Not classified 0.0 0.0 2.6165 2.4527

Free Object 0.7496 1.3286 0.7363 1.3068

Correct 66.9467 17.2223 65.1065 16.6033

Table 18
LKOCV M4 accuracy - Range

Classified cases Overall cases

Outcome Mean Std. Dev. Mean Std. Dev.

Incorrect 25.6077 16.8771 23.0740 15.3331

Not classified 0.0 0.0 11.6876 8.3612

Free Object 1.0638 1.6885 0.9167 1.4267

Correct 73.3285 16.7693 64.3216 13.9219

obtained from M3. A similar interpretation can be drawn
about the results as in the KFSCV test. For the classified
cases, M4 performs much better than M3.

4.4. Experiments on a real Robot

Experiments have been conducted on a real robot plat-
form with real sensor data 1 . The experiments are meant
to demonstrate the integration of the cognition algorithm
(M4) as described in this report together with prior work
on object based robot mapping, described in [10]. Figures
9 and 10 depict the output obtained and ground truth for
an office. The output demonstrates that the robot has been
able to construct an object(feature) based relative metric
map of the place ; it has been able to use the objects and
the metric information stored in the map to form higher
level semantic constructs; and finally, it has been able to
use these higher level semantic constructs to infer that the
place is an office. In the figure, objects of a particular clus-
ter are denoted by a single color and a number in parenthe-
sis. The legend of the figure displays the result of the con-
ceptualization process, the concept inferred and the belief
in that concept are depicted.

A salient aspect of the approach is the endowment of the
robot with a greater level of spatial awareness. The office
mapped in the figure 10 had a completely different arrange-
ment (with some different objects), when the dataset used
for learning was first collected (time difference ≈ 1 year).
With time, even though the office would be a different one
in a topological sense - the robot, if it found itself in this
place, would at-least be aware that it is in an office. This

1 A movie of the experiment is available at http://www.asl.ethz.

ch/research/asl/cogniron. The movie imagesOffice.avi shows a

mobile robot moving around in an office and recognizing objects

whereas the movie objectmapOffice.avi shows the resulting object
based relative metric map formation, conceptualization and place

classification processes.

would provide at-least a semantic localization capability
that could be used to filter out place hypotheses that can-
not occur.

A second experiment was conducted in the kitchen (re-
freshment room) of our laboratory premises 2 . Figure 11
displays the output of the approach when applied on this
dataset. The particular room was a challenging one for two
reasons - noisy sensor data and not a picture-perfect de-
scription of a kitchen. The following points are worth ob-
serving:
– The larger-font black text in the figure is meant to clarify

objects which may be too close to each-other. The text
below the legend of the figure lists the objects in the
right part of the image/room, again for clarity sake. The
image is a 2D top-down depiction of a 3D map. Objects
to the right of the image (with particular reference to the
objects around the cooking-space) are relatively on the
inside / above those on the left.

– There is only one coffee machine in the ground truth.
Two occur in the image due to “noisy” stereo data for
one particular observation (upon recognizing a partial
view of the coffee machine). This can be dealt with using
appropriate estimation techniques, these are not the fo-
cus of this work. Note that a separate test was performed
to confirm that cluster 6 would indeed be inferred as a
cooking-space even if the coffee-machine was not present
in it. The water-heater in cluster 10 occurs because of the
occurrence of a new cluster (cluster 10) that is closer to
it than the cooking-space (cluster 6). Note that data as-
sociation during mapping, from one sensory observation
to another, is done using a nearest neighbor filter be-
tween objects observed in each sensory observation and
those already present in the map (at the level of individ-
ual clusters).

– The “chairs” in cluster 1 and 2 correspond to the sofas
in the figure 12. This is due to the lack of a sofa object
in the robot’s learnt models. (a chair and a sofa would
perform the same function in this context).

– The dataset is not an easy one as it doesn’t contain
some very typical objects of a kitchen such as a cook-
ing range and an oven. This particular place has never
been learnt/tested in prior datasets. However, even in
the presence of incomplete and uncertain (some noisy
stereo data) sensory information, the final place classifi-
cation works out appropriately to that of a kitchen. In
this sense, this data-set demonstrates a level of robust-
ness in the approach.

– Single object clusters such as 12 and 13 are inferred as
storage spaces due to two reasons - (1) unbalanced learn-
ing dataset which has a greater number of storage-space
instances (refer appendix) and (2) the absence of most

2 A movie of the experiment is available at http://www.asl.ethz.

ch/research/asl/cogniron. The movie imagesKitchen.avi shows a

mobile robot moving around in a kitchen and recognizing objects

whereas the movie objectmapKitchen.avi shows the resulting object
based relative metric map formation, conceptualization and place

classification processes.

13
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Fig. 9. Bayesian Space Conceptualization and Place Classification by a Mobile Robot. The figure depicts a robot exploring a room,

recognizing objects, creating a probabilistic object graph based map of the room, using the objects and inter-object relationships perceived to
probabilistically form higher level concepts and finally using these concepts to classify/infer on the place. The representation thus obtained is
a semantically enriched one; the robot can thus demonstrate a greater degree of spatial awareness. Stereo vision together with a SIFT based

object recognition system are used in conjunction with odometry to perform this experiment. Note that the deviation in the robots path is

expected as only odometry is used. This can be corrected using scan-matching techniques, for instance. The end product is a hierarchical
probabilistic concept oriented representation of the office. Objects are incrementally clustered (as perceived) and each cluster is inferred to be

an instance of a particular concept. In the figure, objects of a particular cluster are denoted by a single color and a number in parenthesis. The

legend of the figure displays the result of the conceptualization process with the concept inferred and the belief in that concept being shown.

Fig. 10. An approximate ground truth for office mapped in figure 9 (taken at a later time than actual experiment)
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other objects / relationships in the cluster (inference is
based on both the evidence present and that which is ab-
sent). This can be dealt with by constraining the system
manually to infer only after a certain amount of evidence
is accumulated (usually 2 objects is enough to get more
meaningful concepts) but for little evidence and a sys-
tem that has learnt from unbalanced data, the system
is bound to favor the concept best represented amongst
the training instances.

5. Discussion

5.1. On the presented approaches

(i) In all, four approaches to Bayesian Space Conceptu-
alization and Place Classification for a mobile robot
have been presented in this report. While the first
two were presented in brief (with the first one being a
naive approach) and the findings of experiments con-
ducted on them have been mentioned, the later two
approaches have been studied in detail to understand
their generalization performance and the effect of in-
corporating relationships in the cognition process.

(ii) M1 - This was a naive approach presented in an earlier
attempt at the larger goal of this work. It had the
following issues
– Semantics was represented only by the presence of

objects. This was the main limitation.
– There was no learning from negative exemplars.
– Inference was only based on the evidence at hand.
– The approach did not handle multiple object occur-

rences.
(iii) M2 - It addressed all previously mentioned limitations

by using an appropriately chosen likelihood function
and grounding the approach on a systematic Bayesian
Programming formalism. The behavior of this algo-
rithm was characterized by very high classification
accuracy but low classification rate. This was primar-
ily because every occurrence of each object was con-
tributing to each concept to an equal extent. This
problem was addressed in the subsequent approaches.

(iv) Clustering - In all the tests conducted (preliminary
tests, LKOCV & KFSCV), the clustering process pro-
duced similar results with about 1% of the objects
being incorrectly/singly clustered, between about 30
and 34 % of the objects being fused or broken into
non-native clusters and about 69 and 65 % respec-
tively, of the objects being correctly clustered with
respect to the training input.

(v) M3 - Object count proved to be a better fea-
ture than object presence (M1) or object signifi-
cance/importance (M2). Both in terms of classifica-
tion rate and accuracy, this model performed better
than M1 and M2. Further, incorporating a Gaus-
sian uncertainty in the training input improved the
generalization capability in that the algorithm could

handle conceptually adjacent cases better.
(vi) M4 - The incorporation of relationships had two pos-

itive effects on the conceptualization process - one
major and the other minor. The major effect was that
a significant proportion of previously incorrect out-
comes were now not-classified pending further evi-
dence. Since inability to classify is a better outcome
than misclassification, this effect is interpreted as a
positive outcome and is vastly responsible for the re-
duction in the number of incorrect outcomes. The
minor effect was the correct interpretation of a small
number of objects that were previously incorrectly
conceptualized.

(vii) In the experiments presented, the incorporation of
relationships resulted in the following outcome - for
a similar or slightly better number of correct out-
comes, the relationships enable a very significant drop
in incorrect outcomes with a corresponding increase
in number of unclassified cases. Both LKOCV and
KFSCV exhibited this behavior with approximately
similar numbers. Of the classified cases, incorporat-
ing relationships clearly increases the ratio of the cor-
rect outcomes to the incorrect outcomes. Place classi-
fication was perfect for both models (not so for prior
models like M2). Thus, the incorporation of relation-
ships (specifically, distance in this work) leads to an
improvement in the classifier capability, it adds addi-
tional constraints to a purely object based model in
order to more clearly define the concept under con-
sideration.

(viii) The approaches presented clearly lead to an increase
in semantic content in mobile robot representations.
The approach also enables a robot to gain an interme-
diate level of understanding before making an infer-
ence about the place as a whole. This ability will also
function to some extent as a filter (incorporating some
robustness) for higher level inference. The approaches
presented clearly have the ability to map sensory in-
formation to increasingly abstract concepts.

5.2. Extending the approach

5.2.1. Incorporating directional relationships
While distances between objects go some way in con-

straining a system of objects to a particular configuration
(which is learnt as the model of a particular concept), the
directional relationships between objects may play a sig-
nificant role in this context. This information is metrically
represented in terms of the angular relationships between
the objects, encoded in the map of the developed. While the
framework would be exactly the same as that presented in
M4 earlier, the precise modeling of the relationships needs
further research. This is ongoing work.
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Fig. 11. Bayesian Space Conceptualization and Place Classification by a Mobile Robot. The figure depicts a robot exploring a room,

recognizing objects, creating a probabilistic object graph based map of the room, using the objects and inter-object relationships perceived to
probabilistically form higher level concepts and finally using these concepts to classify/infer on the place. The representation thus obtained is

a semantically enriched one; the robot can thus demonstrate a greater degree of spatial awareness. Stereo vision together with a SIFT based

object recognition system are used in conjunction with odometry to perform this experiment. Note that the deviation in the robots path is
expected as only odometry is used. This can be corrected using scan-matching techniques, for instance. The end product is a hierarchical

probabilistic concept oriented representation of the kitchen. Objects are incrementally clustered (as perceived) and each cluster is inferred to

be an instance of a particular concept. In the figure, objects of a particular cluster are denoted by a single color and a number in parenthesis.
The legend of the figure displays the result of the conceptualization process with the concept inferred and the belief in that concept being

shown. Note that ‘n X object’ is used to denote n occurrences of an object.

(a) (b)

Fig. 12. An approximate ground truth for kitchen (refreshment room) mapped in figure 11 (taken at a later time than experiment)
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5.2.2. Improving object representations
This work could be extended by using 3D bounding boxes

of objects that can describe a richer set of semantic rela-
tionships between objects - such as the concepts of “touch-
ing” and “facing”. An appropriate object perception sys-
tem that can give accurate viewpoint results together with
appropriate mathematical formalisms describing the rela-
tionships would be required to realize this. This is the pro-
jected goal of this work.

5.2.3. Improved clustering
The work can also be improved from the clustering point

of view. Bad clusters lead to bad concepts i.e. incorrect se-
mantics. The clustering model has been intentionally kept
the same in order to facilitate comparison and understand
the effectiveness of each feature in the context of concep-
tualization. However, the clustering algorithm is order de-
pendent and the ability to make/break certain links be-
tween objects and clusters on the fly, during the clustering-
conceptualization process, will make a useful contribution
in improving the performance of the algorithm presented.

5.2.4. Towards Hierarchical (Semantic - Topological -
Metric) SLAM

While the presented work was not aimed at addressing
the SLAM problem directly, it proposes a representation
of space that is firmly grounded in the state-of-the-art in
mobile robotics and yet extends it to address the lack-of-
semantics problem in it. The representation developed in
[10] as well as its extension in this work is basically a met-
ric map which also implicitly encodes the topology of space
(connectivity between doors, [10]) as well as semantics (con-
cepts and places categories) within it. Higher level abstrac-
tions are generated from the underlying metric representa-
tion of space. Thus, representation can also be viewed as
a global topological map (with local metric maps) and as
a collection of concept models (semantic maps). Further,
[10] and the work presented here address the issues of place
classification (an area of contribution) and place recogni-
tion; localization in a relative metric map has been studied
by the SLAM community ([35] for instance). While place
recognition is a form of topological localization, place clas-
sification can be thought of as a form of Semantic Local-
ization. Thus, this work significantly addresses and forms
a basis for a new kind of Hierarchical SLAM, one that is
Semantic - Topological - Metric in nature. To bring these
elements together within a SLAM context would be a di-
rect and useful extension of this work.

6. Conclusion

A Bayesian approach to conceptualization and classifi-
cation of space for mobile robots was presented. The sug-
gested algorithm was based on the Naive Bayes Classifier
(NBC) and was implemented using a clustering mechanism
and a sound Bayesian Programming methodology. The con-

cept models included an object model that encoded the
likelihood of observing a specific number of instances of a
certain object, in an instance of the concept and a relation-
ship model that encoded the most characteristic relation-
ships using a Gaussian mixture model. The entire model
was probabilistic and all stages of the work (training / test-
ing) worked on uncertain data. The incorporation of rela-
tionships over and above the object count model resulted in
an improved performance of the classifier, in that it made
much less errors for a comparable or slightly better rate of
accuracy. The algorithm incrementally formed conceptual
groups of objects - these represented semantic (functional)
groupings that were aimed at capturing spatial semantics;
further, they were used for classifying places. The generated
concepts increase the amount of semantic information con-
tained in a robot’s spatial representation. They also endow
the robot with the capability of being more spatially aware
machines, capable of reasoning about spatial semantics.

7. Appendix

Experiments were conducted on a dataset that included
physically measured object and coordinate information
from 11 offices and 8 kitchens. The office data was rep-
resented in terms of three concepts (apart from some
free-standing objects). These were work-space, storage-
space and meeting-space. The kitchen data was described
in terms of ten concepts, namely cooking-space, garbage-
space, dining-space, bottle-group, glass-group, box-group,
mug-group, bag-group, poster-group and book-group.
Concepts used in this work represent the manner in which
the places were understood by the authors; they are simi-
lar to those observed in [9]. The approach however is not
ontology-specific.

The dataset is a highly unbalanced one, in that some
concepts are extensively represented, while some others are
not. This aspect, while not desirable and contributive to
the high variance obtained in the results presented in this
report, is quite realistic and expected to occur in real world
scenarios. Hence, this dataset was used.

Some details regarding the dataset:
– Number of offices = 11
– Number of kitchens = 8
– Number of concept types in dataset = 13
– Number of concept instances = 172
– Number of object types in dataset = 77
– Number of objects in dataset = 991
– Number of free objects in dataset = 9
– Number of instances of individual concepts:
– Number of objects in individual places:

Places 1-11 are offices whereas places 12-19 are
kitchens.
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Fig. 13. Outcome of the clustering, conceptualization and place classification processes for an office. The depiction is a top-down view. Each

cluster of objects is identified by a color and a number in parenthesis. On the right are the outcomes as obtained using the two models - M3

(object count only) and M4 (object count + relationship). Each cluster is classified as being one of 13 concepts used in this work. Note that
the basket in cluster 7 is classified as a storage space. This is primarily due to the non-occurrence of all other known objects in that cluster

and the prior probability of the occurrence of the storage-space concept in relation to that of other concepts. Both models (M3/M4) yield

identical results in this particular case.

Fig. 14. Outcome of the conceptualization and classification processes for a kitchen. The depiction is a top-down view. Each cluster of objects

is identified by a color and a number in parenthesis. The rectangles depict the cabinets containing various objects within it in different rows.

Each cluster of objects is identified by a color and a number in parenthesis. Note that ‘n X object’ is used to denote n occurrences of an
object. On the right are the outcomes as obtained using the two models M3 (object count only) and M4 (object count + relationship). Each

cluster is classified as being one of 13 concepts used in this work. Note that cluster 7 is an example of a case where incorporating relationships

actually helps convert an incorrect outcome (obtained using object count only) to a correct one.
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Fig. 15. Outcome of the clustering, conceptualization and place classification processes, as applied to a kitchen, using only a nearest neighbor

clustering algorithm (no concept models used in clustering process). The depiction is a top-down view. Each cluster of objects is identified
by a color and a number in parenthesis. The rectangles depict the cabinets containing various objects within it in different rows. Each cluster

of objects is identified by a color and a number in parenthesis. Note that ‘n X object’ is used to denote n occurrences of an object. On the

right are the conceptualization and place classification outcome as obtained using M4 (object count + relationship) model. When compared
with figure 14, clearly the clustering in this case does not take into account object level semantics in order to form clusters. This results in

grouping objects together which could otherwise not occur together. Using the concept models in the clustering process would result in a

more semantically appropriate and human like grouping of objects.

Table 19

Concept distribution in dataset

Concept N(instances) Concept N(instances)

Work-space 45 Storage-space 63

Cooking-space 14 Garbage-space 13

Bottle-group 13 Box-group 9

Dining-space 4 Bag-group 3

Glass-group 2 Mug-group 2

Poster-group 2 Book-group 1

Meeting-space 1 – –

Table 20
Object distribution in places

Place N(objects) Place N(objects) Place N(objects) Place N(objects)

1 38 6 51 11 50 16 44

2 31 7 48 12 31 17 88

3 33 8 18 13 120 18 60

4 28 9 35 14 54 19 122

5 35 10 59 15 46 – –
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